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 2011-09-29 

09:15-12:00 

 

Mälardalen University, Room Beta 

 
Welcome  

  

09.15-09.25 Rector Karin Röding 

  
Keynotes: Chairman Key-note speaker: Erik Dahlquist 

  09.25-10.15 
Smart adaptive systems in nonlinear multivariable control and 
diagnostics 

 
   Prof. Esko Juuso 

 
Oulu University, Finland 

 
 

10.15- 11:05 Energy at Iceland from a modeling perspective 

 
   Mr.  Jonas Ketilsson 

  R&D manager, Iceland energy agency, Iceland 

 
 

11:05-11:10 Short break 

 
 

Session Hydropower 

 

Chairman session on Hydro power: Mika Liukkonen, East 
Finland University 

 
 

11:10- 11:35 The effect of compressibility of water and elasticity of penstock 
walls on the behavior of high head hydro power stations 

  
 

  
Behzad Rahimi Sharefi, Wenjing Zhou, Bjørn Glemmestad, 
Bernt Lie,  
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  Telemark University college, Porsgrunn, Norway  

 
 11:35-12:00 Modelling and control of a high head hydropower plant 

 
 

  
Wenjing Zhou, Behzad Rahimi Sharefi, Bernt Lie, Bjørn 
Glemmestad 

  Telemark University college, Porsgrunn, Norway  

 
 

12:00-13:00 LUNCH (with SIMS board meeting) 

 

Room: Kåren 

 
13:00-18:00 

 

Mälardalen University, Room Kappa 

 
Session Water 

 
Chairman session on Water treatment: Esko Juuso, Oulu 
University, Finland 

  
13:00-13:25 Modeling of aluminum in water treatment process 
    Jani Tomperi and  Esko Juuso 

 University of Oulu Pelo Marja,Finnsugar, Finland 

 
 

13:25 - 13:50 
Considering culture adaptations to high ammonia concentration 
in ADM1 

 
 

  
Wenche Bergland, Deshai Botheju, Carlos Dinamarca, Rune 
Bakke 

  Telemark University college, Porsgrunn, Norway  

 
 

13:50-14:15 
Dynamic modelling approach for detecting turbidity in drinking 
water 

 
   Petri Juntunen,Mikka Liukkonen, Markku Lehtola, Yrjö Hiltonen 

  University of Eastern Finland, Kuopio, Finland 

 
 14:15-14:40 Simulation of digestate nitrification based on cow manure 

 
   Deshaij Botheju, Yanni Qin, Knut Vasdal, Rune Bakke 

  Telemark University college, Porsgrunn, Norway  

 
 14:40-15:05 Trend analysis in dynamic modeling of water treatment 

 
   Esko Juuso 

 
University of Oulu, Ilkka Laakso, StoraEnso Fine paper, Oulu, 
Finland 

 
 15:05-15:35 Coffee break 
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Session Energy conv 

 
Chairman session on Energy conversion: Rune Bakke, 
Telemark Univ College 

  
15:35-16:00 Modeling and control of gas lifted oil field with five oil wells 

 
   Roshan Sharma and Bjørn Glemmestad 

 Telemark University College 
  Kjetil Fjalestad 

 Statoil, Porsgrunn, Norway 

 
 16:00-16:25 Stability Analysis of AGC in the Norwegian Energy System 

 
   Ingvar Andreassen and Dietmar Winkler 

 Telemark University College, Porsgrunn, Norway 

 
 16:25-16:50 Comparison of Control Limit Generation Approaches in 
Desulphurization Plant Monitoring 

 
 

  
Riku-Pekka Nikula and Esko Juuso, University of Oulu, Anton 
Laari 

  Helsinki Energy, Porkkalankatu, Finland 

 
 16:50-17:15 Towaards multi fuel SOFC plants 

 
   Masoud Rokni, Lasse Clausen and Christian Bang-Møller, 

  Technical University of Denmark, Lyngby, Denmark 

 
 17:30 - 18:00 SIMS Annual general assembly 

  

19:00 

 

Dinner at Djäkneberget Restaurant 

 
2011-09-30 

 
  
08:30-11:55 

 

Mälardalen University Room Milos 

 
Keynotes: Chairman key notes: Erik Dahlquist 

  
08:30-09:20 New trends in Automation 

 
 

 

Mr. Erik Oja 

 

Senior Vice President, head of Process Automation Division, 
ABB AB 
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09:20-10:10 
Process industry center in linköping: Use of modeling for 
automation and control 

 
 

 
Prof. Alf Isaksson 

 
Linköping University and ABB Corporate Research 

 
 

10:10-10:40 Coffee break 

  
Session Diagnosis 

 

 

Mälardalen University Room Kappa 
Chairman session on Diagnostics: Prof. Rebei bel Fdhila, ABB 
Corporate Research and MDU 

  
10:40-11:05 On-line application of diagnostics and maintenance on demand 

using simulation models 

 
   Elena Tomas Aparicio, Björn Widarsson, Erik Dahlquist 

 Mälardalen Univ, Sweden 

 
 11:05-11:30 Modeling Software for Advanced Industrial Diagnostics 

 
   Mika Liukkonen, Mikko Heikkinen, Yrjö Hiltunen, Teri Hiltunen, 
FosterWheeler, Jari Kapanen, Andritz 

 Univ Eastern Finland 

 
 

11:30-11:55 
Water contents of wood and peat based fuels by analysing the 
domain NMR data  

 
   Ekaterina Nikolskaya and Risto A. Kauppinen 

 Univ of Bristol UK 

 Leonid Grunin Mari 
  State Technical University 

 Yoshkar-Ola, Russia, Mika Liukkonen and Yrjö  Hiltunen, 
  Eastern Finland University, Finland 

 
 11:55-12:55 Lunch 

 
 12:55-16:10 

 

Mälardalen University Room Kappa 

 Session Energy systems 

 Chairman session on Energy systems: Eva Thorin, MDU 

 
 12:55-13:20 Modeling, Simulation and Control for an Experimental Four 
Tanks System using ScicosLab 
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   Carlos Pfeiffer 

 Telemark University College, Porsgrunn, Norway 

 
 

13:20-13:45 
Simulation of a Bubble Plume in a Water Vessel With and 
Without Internal Liquid Recirculation 

  
   Rebei Bel  Fdhila  

 Mälardalen University and ABB Corporate Research, Sweden 

 
 13:45-14:10 Dynamic modelling of a pulp mill with a BLG plant - effects in 
the chemical recovery cycle 

 
   Christian Hoffstedt and Niklas Berglin,  

 
Innventia, Stockholm, Sweden 

  
14:10-14:45 

Retention time and nutrient tracking inside a digester for 
biogas production 

 
   Johan Lindmark and Eva Thorin, Rebei Bel Fdhila 

  Mälardalen University, Västerås, Sweden 

 
 Session Solar and others 

  
Chairman session on applications and tools: Fredrik Wallin, 
MDU 

 
 

14:45-15:10 
Developing a computer program for the estimation of the 
incoming sun beam by defining a special coeficient factor for 
Denizli, Turkey                

  
   G. Uckan, H. K. Ozturk, E. Cetin 

 Pamukkale University, Denizli, Turkey 

 
 

15:10-15:35 
OMSketch — Graphical Sketching in the OpenModelica 
Interactive 

 
 

  
Mohsen Torabzadeh-Tari, Jhansi Reddy Remala, Martin 
Sjölund, Adrian Pop, Peter Fritzson 

  Linköping University, Linköping, Sweden 

 
 

15:35-16:00 
Etiology of Rey generator stator core failure and study of its 
rehabilitation integrity 

  
   Kourosh Mousavi Takami 

 
Pasad Parang Co., Tehran, Iran 

  
16:00-16:10 Closing remarks - Esko Juuso, Erik Dahlquist 
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Paper 1 
Title: On-line application of diagnostics and maintenance on demand using simulation 
models 
 
Erik Dahlquist, Elena Tomas Aparicio, Björn Widarsson 
Mlardalens Hgskola, Sweden 
 
Keywords: Diagnostics, modelling, simulation, boiler, CFB, decision support, BN 
 
The need for early fault detection and effective maintenance operations in the industry makes 
us think about developing tools that that can handle the uncertainty of the processes and 
improve the maintenance scheduling. Among other decision support tools, Bayesian 
Networks (BN) is a method that can handle the uncertainty in industrial processes. If we add 
on-line physical models to this method, a significant tool for plant personal to detect and 
analyze possible process faults can be obtained. 
 
The aim of this project was to develop and demonstrate an application for diagnosis and 
decision support that is implemented and running on-line. The application was implemented 
in a Circulating Fluidizing Bed (CFB) at Mälarenergi AB. 
 
First a model in Modelica language was built and verified towards process data. The 
differences between measured and simulated values for different variables were given as an 
input into a Bayesian Network model where the probability for different faults within the 
process was determined. 
 
The advantage of the application is that the combination of model based diagnostics and 
decision support can be used to schedule equipment and sensor maintenance. Moreover the 
application is used on-line which allows evaluation of the system under real circumstances. 
 
Results from running the system shows that several different type of faults could be 
determined simultaneous. 16 different variables were followed and analysed in parallel. 
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On-line application of diagnostics and maintenance on demand using simulation models 

Elena Tomas Aparicio and Erik Dahlquist, Mälardalen University, Vasteras, Sweden, Björn 
Widarsson, Fvb, Vasteras, Sweden 

Abstract: 

The need for early fault detection and effective maintenance operations in the industry makes us think 
about developing tools that that can handle the uncertainty of the processes and improve the 
maintenance scheduling. Among other decision support tools, Bayesian Networks (BN) is a method 
that can handle the uncertainty in industrial processes. If we add on-line physical models to this 
method, a significant tool for plant personal to detect and analyze possible process faults can be 
obtained. The aim of this project was to develop and demonstrate an application for diagnosis and 
decision support that is implemented and running on-line. The application was implemented in a 
Circulating Fluidizing Bed (CFB) at Mälarenergi AB. First a model in Modelica language was built 
and verified towards process data. The differences between measured and simulated values for 
different variables were given as an input into a Bayesian Network model where the probability for 
different faults within the process was determined. The advantage of the application is that the 
combination of model based diagnostics and decision support can be used to schedule equipment and 
sensor maintenance. Moreover the application is used on-line which allows evaluation of the system 
under real circumstances. Results from running the system shows that several different types of faults 
could be determined simultaneous. 16 different variables were followed and analyzed in parallel. 

Key words: Modeling, diagnostics, BN, modelica, power plant 

Introduction 

In industrial processes there is an increasing need for fault detection, decision support and risk 
assessment in order to prevent disturbances and performance problems. Moreover an effective 
maintenance work is an essential condition to make use of resources in an optimal way. Different 
features for optimization, control, diagnostics and decision support are being developed in order to 
have a better control of the process. Process diagnostics tools are able to identify the possibilities for 
improvements, describe the current situation of the process and indicate the areas where improvements 
and cost savings can be made [1], [2], [3]. Process diagnostics methods have been discussed also in a 
Värmeforsk (Thermal Engineering Research Association) project [4]. 

Heat and power processes have high demands on safe and efficient operation routines, therefore these 
processes are excellent candidates to study in this context. These processes are controlled and 
supervised through a big number of signals which means that the probability for error in the measured 
values is high. Simulation software is widely used in the industry i.e. to evaluate the configuration of 
the system before applying changes in reality. However, the simulation is not an error detection or 
optimization tool in itself. The combination of simulation models with statistical models results in a 
powerful on-line tool for different applications as diagnosis, optimization, Model Predictive Control 
(MPC) and decision support [5]. A Värmeforsk (Thermal Engineering Research Association) project 
describing Dynamic Data reconciliation was published in 2009 [6], other projects describing this 
methods can be found in [7] and [8]. 

A Bayesian Networks model describes a process that contains uncertainty. Different works using 
Bayesian Networks (BN) as decision support are described in [9] and [10]. Moreover two Värmeforsk 
projects are dealing with it [11], [4]. The step between the data processing and the decision support is 
treated in this project. A similar project can be seen in [12]. Other statistical models that are 
commonly used are ANN (Artificial Neural Networks) and this can be seen in [13]. 
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There are many studies regarding diagnostics and on demand based maintenance, for example in [14], 
however, the combination of model based diagnostics and physical models and decision support 
regarding maintenance with Bayesian Networks has not been described before. 

Model based diagnostics 

Model based diagnostics is a method of isolating faults. Having a model that represents a system it is 
possible to simulate scenarios with data from the process and compare the results from the real process 
with the simulated results. This type of fault diagnosis provides information about possible errors. The 
advantage of model based type fault isolation is that it is based in the design of the system and not in 
probabilities. The combination of a model based diagnostics and probability based tools like Bayesian 
Networks can result in an excellent tool for fault isolation. Bayesian Networks are widely applied in 
aerospace and automotive industries [15]. Bayesian Networks are based on Bayes’ probability law and 
can be applied in many fields; diagnosis, prediction, risk managements, warning, modelling and sensor 
measurement [17]. The networks represent the probabilistic relationship between several variables. 
From the Bayesian Networks model the probability of occurrence of some error can be detected and 
warn the process operators of an abnormal situations. Moreover from the analysis it is possible to 
predict the need for maintenance operations. 

Simulation model 

The simulation model developed is a dynamic physical model. Process data like fuel flow, fuel 
composition, air flow and similar are fed to the model as input. From these the model predicts the 
variable values in the boiler, the exhaust gas train and the steam system. The measured values for the 
same values are then compared to the calculated ones and the deviation is trended.  

The implementation of the system has been at Boiler 5 at Mälarenergi. This is a Foster Wheeler CFB 
boiler located in Västerås, Sweden (see Figure 1). It is a biomass fuelled 157 MWth boiler that 
produces 540°C/173 bar steam with intermediate superheat of 540°C/41 bar. Boiler 5 was 
commissioned in 2001 and connected in parallel with boiler 4 (coal-dust fired boiler). Boiler 5 
operates at the same pressures and temperatures as boiler 4 as they share a turbine. 

 

 

Figure1. Overview of Boiler 

The fuel is a mixture of different biomass types: recycle wood, dry woodchips, trunk wood, saw-dust, 
bark, GROT (Branches, tops and roots), peat, Salix and ash from other furnaces. The fuel fed into the 
furnace is a result of different combinations of the mentioned biomass. A sample of each load is sent 
to the lab to obtain the elementary analysis and analysis of different contaminants. The fuel is fed 
through four feeding screws and the same numbers of screws are found in the bottom of the furnace to 
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remove the ashes. The ash is as well removed at the bottom of the integrated recycle heat exchanger 
(INTREX). Sand is continuously blown into the boiler in order to keep the bed material constants. The 
furnace contains two separators called cyclones where the flue gases are separated from the bed 
material (sand and ashes). The bed material ends up in the INTREX. The INTREX consists of two 
super-heaters: high pressure super-heater 3 (HPSH3) and intermediate pressure super-heater 2 
(IPSH2). The super-heaters are places into two separate bubbling beds fluidized by high pressure air 
[12]. The steam temperature is as in the convection super heaters regulated by water injectors. When 
the boiler is operated at low loads there is not much bed material circulating through the cyclone and 
ending up in low solids circulation through the INTREX. In order to maintain the solids circulation 
trough the INTREX internal circulation from the furnace into the INTREX is used. 

The convection part consists of three super-heaters, in order: high pressure super-heater 2 (HPSH2), 
high pressure super-heater 1 (HPSH1), intermediate pressure super-heater 1 (IPSH1). Injection water 
into the super-heaters controls the steam temperature. 

The calculation sequence starts with initializing all constants, parameters and variables to zero or an 
initial value originally set in the program, i.e. the starting values. Thereafter the input data required for 
executing the calculations is entered. The input data are the boiler features, i.e. heat exchanger areas, 
U-values, flow rates, temperatures and concentrations, as well as other parameters and constants that 
are of interest for the calculations. The mass and energy balance equations as well as the reactions like 
combustion, heat transfer, fouling are calculated simultaneously for the complete model. The model 
has been developed in the DYMOLA/Modelica environment and has 22 blocks or modules as seen in 
(Figure 2). The equations are described in [6]. 

 

 

 

 

Figure 2. Boiler 5 model in DYMOLA.1.Sand source, 2.Fuel source, 3.Boiler, 4. Ash sink, 5.Air source, 
6.INTREX (HPSH3/IPSH2), 7.Cyclone, 8.HEX convection, 9.HPSH2, 10.HPSH1, 11.IPSH1, 12.Economizer, 
13.HEX air gas, 14.Flue gas sink, 15.Air source, 16. Feed water source, 17.IP turbine, 18. Hp turbine, 19.Steam 
sink, 20.Feed water source into HPSH2, 21.Feed water source into HPSH1, 22.Feed water source into IPSH1. 

By using physical models it is possible to compare the measured data to the data obtained from the 
simulation and give these deviations as input to a decision support tool with Bayesian Networks that 
will result in the probability for wrong measurement in the instruments as well as process faults. As 
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the equations for the complete system are solved simultaneously all parts of the processes are 
interlinked and affecting each other. Thus a fault in one sensor or one process part will affect all the 
others more or less. By following the trend for all variables we can make an intelligent guess that the 
variable that differs the most are probably the faulty one. As the diagnostics is relating to probabilities 
we therefor assume that this has the highest probability to be faulty. The second largest deviation then 
has the second highest probability etc. An alert may be sent to the maintenance and operator staff, 
which will do e.g. instrument recalibration or increase soot blowing etc. The true fault is then used to 
tune the BN to increase the prediction power by time. As we are primarily looking at trends of 
deviations the modelling fault becomes less important. If we have a bias it will not affect the diagnosis 
more than marginally. Other parameters or variables like the U-value of the heat exchangers will show 
up as faults, but can be correlated to e.g. soot blowing. The value just after soot blowing will be the 
most relevant from the model verification point of view. For heat exchangers with high fouling rates it 
may be a good idea to vary also the U-value in a similar way as we are varying the fuel composition. 

System aspects 

The simulation model is interfaced with Matlab/ Simulink that will get the historical data from the 
process server. In the same way the results from the simulation will be stored in the process database 
through Matlab/ Simulink. Figure 3 shows how the on-line application works. 

 

 

 

Figure 3. Application overview and Simulation in parallel with the process. 

 

Data from the process is stored in the process database and is visualized in the operators display. OPC 
(Object link embedment for Process Control), which establishes the communication between plant 
data and plant equipment. A DYMOLA object is created in Matlab, which can be run using Matlab 
OPC server against ABB 800xA-environment at Mälarenergi. The results from the simulation are sent 
to the Data base and the difference between the simulated and the measured data is used as input data 
into a Bayesian Networks model.  

Results and discussion 

The model was tuned towards the real process by comparing simulation results to process data. This 
was performed during May and up to mid June2010 when the plant was closed for the season. When 
the plant was starting up in September again the system was working and tests were made on-line 
during first the period 20-23rd September and later 24th September to 4th October continuously without 
any stops.  

The first variable studied was steam temperature after HPSH2. During the first 24 hours the deviation 
between predicted and measured temperatures shows a stable temperature difference of 11 °C between 
the simulated and the meassured data. This deviation can be due to a different fuel composition or a 
slightly different heat transfer than anticipated. The important fact is that the difference is relatively 
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constant. The downgoing peaks that are seen in Figure 4 after 36 hours, after 48 hours and the last day 
can  be due to operation upsets or problems during the heat transfer operations. 

 

Figure 4. Difference between simulated and measured data for the variable steam temperature after HPSH2, 
situated just after the cyclone separator. 10 oC means a relative error of 1.2 %. 

The rapid deviation indicates a problem for the operators to act directly. That the problem comes back 
could indicate that there are problems with fouling, and might need other actions like more frequent 
soot-blowing. We have not had possibility to really check the true cause, so at this moment we only 
can discuss possible explanations. By elongated tests, we hope to get a chance to verify a true cause 
later on. Principally the problem also could be poor sensor measurement. By checking if other sensors 
related to this one in the steam system behave in the same way, we can conclude that the problem is 
thermo-mechanical. On the other hand if they do not correlate, the problem may be the temperature 
meter. Principally there is no difference in these analyses if the deviation is large or small between the 
predicted value and the measured as long as the relation is constant. A problem still is that fouling is 
affecting especially the first heat exchangers, where there is a lot of dust. When we have frequent soot 
blowing we need to keep track on these and the time since last blow. This is for the actual heat 
transfer. If we look at the long term fouling, that is more or less irreversible fouling, this can be 
followed long term as an average value, or as the value just after last blow. 

The second pair of variables is shown in Figure 5 and 6. In Figure 5 we see the flue gas temperature 
after the  separator (principally a less efficient cyclone). In Figure 6 we see the temperature before the 
separator. As the flue gas is a continuum, these two should correlate. To some extent we see a 
correlation, but not a very strong one. This then indicates that the peaks seen are not related to varying 
fuel quality, but other type of effects. It is often not easy to identify the relations between different 
faults and the causes of these. Still, we can make assumptions which we can try to verify by systematic 
measurements and using the simulator to show what could be expected. The following could be an 
explanation: 1)The temperature in the flue gas after the separator is first increasing, which could be 
due to different heat transfer rate in the heat exchangers in the top of the separator the first 48 hours, 
but stabilizing thereafter. 2) It could also be a drift in a temperature sensor, which is then stabilizing. 
The strong peak after 18 hours may indicate some mechanical problem in the circulating fluidizing bed 
with respect to the fluidization. 3) A third cause could be due to combustion high up in the bed due to 
changes in particle size in the fuel during some period giving after-burning in the top of the separator.  
It is not selfevident which possible reason is most probable, but as the temperature is stabilising the 
temperature sensor is probably not the problem.The peak after 18 hours is another problem than the 
one causing the continuous increase in temperature. Fine fuel particles should have given a much 
faster increase and thus the most probable of the possible reasons is fouling of heat exchanger surfaces 
reducing the cooling of the gas. In Figure 6 we have the corresponding temperature before the 
separator. Here we can see a long term deviation of the temperature indicating a fouling of the 
temperature meter, and a possible future need for cleaning. We also see that there are several peak 
deviations indicating spontaneous burning high up in the bed now and then close to the sensor, but 
probably smoothened out so that this is not seen after the separator. 
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Figure 5. Difference between simulated and measured data for the variable flue gas temperature after cyclone. 
10 oC means a relative error of 0.9 %. 

In the simulation we assume a homogenous flow of gas through the exhaust gas channels, but in 
reality this may be much less stable than assumed. This probably can explain some of the differences. 
Still, this also can give information about the stability of the flow patterns in the real boiler, which 
might be of interest to study how e.g. different fuels can effect the flow pattern, as well as where the 
combustion take place. As fine particles can pass on with the exhaust gas and burn higher up in the 
boiler or even in the separator it might effect the fouling at different position in the exhaust gas 
system. 

 

Figure 6. Difference between simulated and measured data for the variable flue gas temperature before cyclone. 
10 oC means a relative error of 0.9 %. 

The temperature of the flue gases after the cyclone increases over the studied period of time, while the 
temperature of the flue gases before the cyclone does not show any corresponding trend. This can 
indicate combustion in the actual separator. The difference between simulated and measured data for 
the variable fluegas moisture content, represented in Figure 7, shows an oscillating trend that indicates 
an alarming behaviour in the several hour to day time-perspective. This variation can be due to 
changes in the fuel composition, changing load, variations in the air flowrate (poor control), 
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instabilities in the boiler bed or error in sensor meassurement. The plant was operated under different 
loads during the four days period (see Figure 8 , from 125 to 165 MW). We don´t see a strong 
correlation between load and moisture. Concerning moisture measurement we don´t have detailed 
information as it was not measured frequently. Although the simulation also takes into account 
varying load, the solids management together with gas strokes with varying conditions is not seen in 
the simulation and could principally also explain variations. 

However, it is possible to see that the difference is being reduced in the long term perspective, over 
several days. It could be varying moisture content in the fuel or even relation between C and H content 
in the fuel. More H gives more H2O at combustion. It is not evident which alternative is the correct 
one, but the identification of the problem and some alternatives is a good starting point for further 
investigations. The first dip correlates in time to the temperature dip in temperature after the separator 
while the lasts dips correlate to disturbances in both steam temperature and temperature dips in 
temperature before the separator. As it is not correlating to the temperature after the separator it may 
indicate disturbances in the flow pattern in the exhaust gas channel causing a non-homogenous flow of 
moisture passing the sensor. 

 

Figure 7. Difference between simulated and measured data for the variable fluegas moisture content. 

The analysis made above is an example of how the difference between the values predicted from the 
model compared to measured values can be used to analyse and diagnose different type of short term 
or long term problems, both with respect to measurements as such, as well as thermo-mechanical 
problems in the actual process. In Figure 8 we see the curves together with the boiler load during the 
time period September 20- September 23. What we can conlude is that there seems to be a correlation 
between load on the boiler and the temperature before the cyclone, while there is no correlation 
between the moisture content and the other variables and the load.  During the period September 24 to 
October 4 we made the calculations every one minute without taking the average over the hour. In 
figure 9 we see the results from this period comparing simulated data to measured data. The bottom 
curve is the boiler load measured as the fuel feed rate in kg/s. Above that is the temperature before the 
cyclone, steam temperature after HPSH2, flue gas temperature and at the top flue gas temperature after 
the cyclcone. As can be seen in the figure the moisture content is not varying . For the gas 
temperatures we see that these gives lower measured  temperatures than predicted at lower loads but 
higher than predicted at higher loads. The steam temperature after HPSH2 goes the opposite direction. 
One possible reason can be that we get different heat transfer at HPSH2 at the different loads as the 
fouling is higher at the higher load. For the higher than expected exhaust gas temperature it may also 
be due to combustion higher up in the system at the higher load. It might also be that the fuel 
composition is different at higher loads – dryer or finer particles, or just that the residence time in the 
bed is lower. 
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In the next section we will see how this reasoning can be structured in a Bayesian network, which 
gives the possibility to enhance the knowledge about what is going on inside the boiler in a structured 
way. 

 

Figure 8 Boiler load vs. Variables during September 20- September 23.The bottom line is flue gas temp before 
the cyclone at “time 40”, the one above the flue gas temperature after the cyclone, then  the moisture content in 
the flue gas, the steam temperature after HPSH2 and the curve at the top finally is the boiler load (MW). 

 

Figure 9. The second testperiod September 24 to October 4. Comparison between simulation and measured data 
every minute for all variables except for the fuel feed rate which is in [kg/s]. The curve at the bottom is the flue 
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gas temperature after the cyclcone. Above that is the temperature before the cyclone, steam temperature after 
HPSH2, flue gas moisture and at the top we have the boiler load measured as the fuel feed rate in kg/s. 

The possible causes to the deviation between predicted and meassured values are configured in a BN and the 
probability for the different causes is later determined from experience. 

Diagnostics results using Bayesian Networks 
A test run of the Bayesian network with about 4 days of boiler operation September 20-23 gives the 
results seen in Figure 10. This time period was selected for testing the BN diagnostic system. The 
boiler was operating at varying load during the test period with loads between 70-90 % of nominal 
load because there was a time with low heat demand and operation without the steam turbine. The 
boiler is then cycled during the day, which gives a good indication if the model gives relevant values 
that correspond to the dynamics.  
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Figure 10. Probability for different type of faults in the CFB boiler for 16 variables as a function of time. 
Variables with the highest probability for faults are the same ones as seen in figures 8-11. 

The coloured area in the graph shows the probability distribution of the node “Furnace status”. 
“Normal” dominates most of the time, but “High combustion” seems to be quite probable during short 
time periods. The problem with combustion high up in the boiler is mainly related to fine fuel particles 
and it can be discussed where the limit is when it becomes a real problem. There is also an indication 
of unbalance at the left side. Unbalances are usually caused by uneven fuel distribution and it is very 
interesting in a maintenance perspective. Process data from this time reveals short fuel feeder stops 
caused by problems in the fuel feeders. 

The lines in the graph show the probability of faults in each of the 16 sensor signals. It is clear that 
some of them have a far more varying fault probability than others. In this situation, it can be 
interesting to investigate if sensor 10, 11 and 13 is correctly mounted and not disturbed by e.g. air 
nozzles. 

The probability calculations are made by the program HUGIN where the correlation between different 
variables and the deviation between measured and simulated data are used as input data. The plot in 
Figure 10 also is one of the presentation views in the HUGIN program. 

SIMS 2011

www.scansims.org Proceedings of the 52nd SIMS
September 29th-30th, 2011, Västerås, Sweden

19



In figure 11 we see the display from Hugin for the time = 5 when there is very low probability for 
“high combustion”. There is a 95% probability for normal operations. In Figure 12 we see the 
presentation from the diagnostic system using the BN where there is a 20 % probability for normal 
operations but 63 % probability for “high combustion”. In Figure 13 finally we see that the operation 
looks more normal again. Here we have 78 % probability for normal operation again. 

 

Figure 11. BN at t=5 with 95 % probability that furnace status is in state normal(not high combustion). 

 

 

Figure 12. BN at t=27900 with 20 % probability that furnace status is in state normal (61 % probability for high 
combustion). 
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The boiler load is low when the analysis in Figure 16 is made and the situation here is probably caused 
by a problem with fuel feeding, causing uneven distribution of fuel. 

 

Figure 13. BN at t=203 400 with 78 % probability that furnace status is in state normal. 

The load is in this case normal and the situation with higher temperature in the separator is probably 
caused by combustion of fine fuel material high up in the furnace. 

Conclusions 

From the results and discussions we can conclude that it is possible to operate a system on-line where 
a simulator with a complex physical model is running all the time continuously and calculating 
predicted values for the different variables in the boiler frequently. We have shown that the model can 
handle varying loads (Figure 8 and 9, 120-170 MW ) and determine different type of upsets and faults 
(Figure 4- 7). The deviations have been fed to a Bayesian Network, where the probability for different 
type of faults is calculated from a BN correlating faults and reasons for the faults in a structured way 
(Figure 10-13). This BN configuration has to be determined for each specific plant, but the structure is 
principally the same. The cause of different faults is normally general for a certain type of equipment 
like a heat exchanger, a cyclone/separator, a fluidized bed etc. The advantage of the application is that 
the combination of model based diagnostics and decision support can be used to schedule equipment 
and sensor maintenance. Moreover the application is used on-line which allows evaluation of the 
system under real circumstances. Results from running the system shows that several different type of 
faults could be determined simultaneous. Refinement of the probability for the different measurements 
in relation to different causes are later performed by feeding back knowledge to the BN. 
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A large proportion of today’s biogas plants are continuous stirred tank reactors (CSTR) and 
they are usually assumed to be perfectly mixed. Based on this assumption the retention time 
of the biogas plants and the organic loading rate are estimated. However, there can be large 
inconsistencies in the mixing parameters leading to local variations in the mixing pattern and 
in mixing intensity. These variations can lead to an uneven distribution of nutrients and 
microbiological activity inside the digester. 
 
The digester is the heart of the biogas process where the organic material is broken down in 
steps to simpler compounds and finally to the energy rich gas methane. By controlling the 
environment for the microorganisms inside the digester the fermentation process can be 
improved with an increased capacity as a result. The mixing inside the digester is one of the 
most important measures of control available. 
 
Several investigations have shown that the mixing inside the digester has a direct effect on the 
biogas yield and that the result is affected by the dry solid content of the mixture. At low dry 
solid content the mixing could possibly be handled by the naturally occurring mixing and only 
small improvements can be made by increasing the mixing.  
 
Mixing becomes more important at higher total solid content and can affect the gas yield 
considerably.  Previous studies, using a manure slurry with a total solid content of 10% as 
substrate, have shown that increased mixing can improve the gas yield by 29%, 22% and 15% 
compared to an unmixed digester by mixing with slurry recirculation, impeller mixing and gas 
injection respectively. Higher total solid contents can of course also lead to other problems in 
an unmixed digester like sedimentation or problems with a flouting layer.  
 
In this study the retention time and dispersion of the feed inside the digester at the Växtkraft 
biogas plant in Västerås, Sweden, is studied using Computational Fluid Dynamics (CFD) to 
understand the effect that the mixing has on the process. This work provides the distribution 
of nutrition and how the nutrient disperses inside the digester. The impact of mixing is 
evaluated by comparing experiments and simulations of the flow and mixing intensity with 
simulations of the nutrient content inside the digester. 
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Retention time and nutrient tracking inside a digester for biogas production 
 

J. Lindmark1, R. Bel Fdhila1,2, E. Thorin1 
1Mälardalens University, Energy division, School of Sustainable Development of Society and Technology, 

Västerås, Sweden; 2ABB AB, Corporate Research, SE - 721 78, Västerås, Sweden  

Corresponding Author: J. Lindmark, Mälardalens University, School of Sustainable Development of Society and 
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Abstract. A digester is practically a black box with too few possibilities to study what is going on inside. The 
continuous stirred tank reactor (CSTR) is a common digester design for biogas production which puts a high 
demand on the mixing configuration. This type of digester design is often assumed to be perfectly mixed which 
influences operational decisions e.g. residence time which can lead to problems in the process and low capaci-
ties. Chemical tracer methods have been used to study the mixing at biogas plants to give valuable information 
on retention time, active volumes and short-circuiting in plants already in operation but it is time-consuming and 
costly to make these types of evaluations. In this work the retention time and dispersion of the feed inside a di-
gester is studied using a Computational Fluid Dynamic (CFD) model. A scalar is injected in the simulation to 
mimic the tracer method and to see the effect that the mixing has on dispersion of nutrient in a pneumatically 
mixed digester. The conclusions from this study are that large dead and stagnant zones can be found in the di-
gester, as much as 30 %. The mixing configuration studied  is limiting the dispersion of nutrient to 30 – 40 % of 
the digester because of the barrier that the column of bubble produces. One way to improve the dispersion could 
be to have two or more injection points. It takes the nutrient/feed around 125 seconds to follow the entire circula-
tion path of the mixing and return to the starting point around the gas injectors.  

 
Keywords: CSTR, CFD, HRT, biogas, mixing, digester, feed, nutrition, tracer 

1 Introduction 
A large proportion of today’s biogas plants are continuous stirred tank reactors (CSTR) (De Baere 2010, Weil-
and 2010) and they are usually assumed to be perfectly mixed. Based on this assumption the retention time of the 
feedstock in the biogas reactor as well as the organic loading rate is estimated. However, there can be large in-
consistencies in the mixing leading to variations in the mixing pattern and in mixing intensity (Karim et al. 2007, 
Lindmark et al. 2008). These variations can lead to stagnant zones, sedimentation, flotation and short-circuiting 
in the digester as well as an uneven distribution of nutrients and microbiological activity. 

The digester is the heart of the biogas process where the organic material is broken down in steps to simpler 
compounds and finally to the energy rich gas methane. By controlling the environment for the microorganisms 
inside the digester the fermentation process can be improved with an increased biogas yield as a result. However, 
the biological process is complex and controlling it is a challenge. 

The mixing inside the digester has been shown to be an important control measure of the process. Several inves-
tigations have shown that the mixing has a direct effect on the biogas yield but there are many contradicting 
opinions on how the mixing should be designed for best results. There are studies that show positive effects both 
from increasing (Karim et al. 2005a) and decreasing (Stroot et al. 2001) the mixing. High mixing intensities and 
shear have been shown to have negative effect on the microorganisms and the formation of flocks inside the 
digester (McMahon et al. 2001, Whitmore et al. 1987, Dolfing 1992).  

The effects of mixing on the mass transfer and the digestion process are strongly connected to the content of total 
solids, viscosity and rheological properties of the digestate (Karim et al. 2005a, Karim et al. 2005b, Karim et al. 
2005c) and this puts a high demand on the mixing equipment used (Yu et al. 2011). At low dry solid content the 
mixing could possibly be handled by the naturally occurring mixing and only small improvements can be made 
by increasing it (Karim et al. 2005a). Mixing becomes more important at higher total solid content and can affect 
the gas yield considerably.  Previous studies, using a manure slurry with a total solid content of 10% as substrate, 
have shown that increased mixing can improve the gas yield by 29%, 22% and 15% compared to an unmixed 
digester by mixing with slurry recirculation, impeller mixing and gas injection respectively (Karim et al. 2005b). 
High total solid contents can of course also lead to other problems in an unmixed digester like sedimentation or 
problems with flotation.  

The digester is basically a black box with few or no possibilities to evaluate the result of the mixing. The hydrau-
lic retention time, the dispersion of the feed, stagnant zones and short-circuiting can be analyzed by using a trac-
er method. In this method you add a chemical tracer (e.g. lithium chloride) that is mixed with the injected liquid 
and by analyzing the concentration of this tracer at the outlet conclusions of the mixing quality can be drawn. 
This method is time-consuming and costly and that is why the use of a Computational Fluid Dynamic (CFD) 
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model has been proposed by many researchers as an alternative to this method (Meroney and Colorado 2009, 
Terashima et al. 2009).   

In this study the retention time and dispersion of the feed inside a digester is studied using a CFD model. A trac-
er is injected in the simulation to see the effect that the mixing has on dispersion of nutrient. This work provides 
information on how the distribution of nutrition looks like and short-circuiting effects in a pneumatically mixed 
digester.  

2 Computational model 
To simulate the movement of the fresh feed inside a digester the volume of fluid (VOF) approach was chosen. A 
two phase gas/liquid, transient and turbulent model was built to visualize and analyze the local process changes 
at different time instants. The geometry of the digester was built, specifying appropriate boundary conditions at  
inlets and outlets. A passive scalar was injected through the liquid inlet as a tracer to be able to follow the disper-
sion of nutrient/feed inside the digester. 

2.1 Digester Geometry 
The simulated digester is a cylindrical CSTR with a radius of 8.5 m and a height of 19.5 m and a total liquid 
volume of 4 000 m3. Mixing of the liquid is done pneumatically by compressing biogas and distributing it 
through 12 injection pipes that release the gas at the bottom, in the center of the digester, the gas is then recov-
ered at the top. The liquid inlet is situated near the bottom close to the side wall and the outlet at the bottom at 
the center of the digester. The inlet and outlet pipes were added as small sections of cuboids to facilitate that a 
good mesh quality could be produced. 

 

 
 
 

Figure 1. Illustration of the geometry that was used in the simulations. The left showing the shape of the digester with the 
positioning of the liquid outlet (centre) and liquid inlet (on the right hand side). The right picture is showing the top view of 

the digester bottom and the 12 gas injection points as well as the angles of the liquid inlet and outlet. The gas is injected 
facing out from the centre through the injection pipes and the liquid is pumped in and sucked out directed towards the centre. 
 

The mesh was built up as a mixture of hexahedral and of tetrahedral cells, dividing the entire domain in 436 000 
individual volumes in a structured way. A finer mesh was built at the bottom around the liquid inlet and outlet  
as well as around the gas injection pipes for better resolution in these areas where the gradients are high and the 
flow changes can be fast. 
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2.2 Boundary conditions 
The gas inlets are all set to mass flow inlets with a specified mass flow rate. The liquid inlet and outlet are mod-
eled as velocity inlets with the same fixed value to ensure that the introduced liquid is extracted. The gas outlet 
was set as a pressure outlet to allow the gas to be removed from the digester. The surface of the digestate was 
simulated as a free surface with a meniscus between the liquid and gas filled headspace. The boundary condi-
tions are presented in Table 1. 

Table 1. Boundary conditions. 

Boundary Type value 

Gas injection pipes Mass flow inlet 0.01747 kg/s 

Liquid inlet Mass flow inlet 1.349 m/s 

Liquid outlet Mass flow inlet -1.349 m/s 

Gas outlet Pressure outlet - 

Digester walls No slip - 

 

 

 

2.3 Mathematical model 
The VOF model was used to be able to track the two immiscible fluids using a single set of momentum equa-
tions. This model is used when the position of the interface between two fluids is of interest like in this case. The 
numerical solution can show the dispersal pattern of the feed and how much time it takes for the feed to reach the 
liquid outlet and be removed from the system.The turbulence is modelled using Reynolds stress model. 

The model was set up using the physical properties of water because of the high water content (above 95 %) of 
the digester and the uncertainties in the property of the digestate. Thicker digestate puts a much higher demand 
on the mixing configuration and by using the properties of water we can see the imperfections in the mixing 
before they are magnified by higher TS. The physical properties of air were used for the properties of the in-
jected gas.  

To be able to track the flow of incoming feed a passive scalar in the liquid phase was injected through the liquid 
inlet after 327 seconds of the simulation and the concentration of the scalar in the digester are be tracked as it is 
mixed with the digestate. By analyzing the scalar in the different time steps the accumulation and deficiency of 
nutrients inside the digester can be visualized and recorded. Short-circuiting of the flow, leading to loss of fresh 
feed and nutrients, can be recorded at the vicinity of the liquid outlet. 

2.4 Convergence 
The flow is naturally transient however a stable solution is reached at approximately 5 minutes physical time. 
The flow was then frozen and the scalar was injected in a continuous manner with the liquid feed. At the inlet a 
scalar constant value of 1.0 was used. 
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3 Results and discussion 

3.1 Mixing dynamics 
The nutrient will follow the liquid circulation pattern which is produced by the mixing equipment and will be 
dispersed throughout the domain. To understand the mechanisms of the nutrient dispersion there is a need to 
study how the mixing is functioning and the flow field it produces. In the pneumatic configuration studied the 
gas is injected at the bottom and the buoyancy of the gas will cause the bubbles to rise towards the surface while 
transferring momentum to the liquid. The injected gas can be seen in figure 2 like a plume of rising bubbles.  

The coarse mesh that we use influences certainly the size of these created bubbles or even gas pockets. The 
smaller the mesh cells the better accuracy of the gas bubbles description. However, we need to keep the mesh 
size under control to have a reasonable simulation time. 

 

      
Figure 2. Tracking the flow of bubbles as volume fraction of gas in the liquid. The left figure is showing the bubbles or gas 
pockets path at the vertical mid-plane and the right figure is showing the volume fraction of gas in the tank at 5, 10 and 15 m 

from the bottom with the red colour representing the highest fraction of gas (5%) and blue the lowest (only liquid). 
 

The results of the mixing and the flow fields can be seen in Figure 3, showing the velocity vectors and velocity 
contours inside the entire domain of the digester. The results clearly show that there is a good vertical circula-
tion. There is a high liquid speed produced in the centre of the digester, up to 1 m/s, and there is a recirculation 
of liquid along the sides of the digester. However, there are areas that virtually have no mixing and large areas 
with very low liquid speed. There are some turbulent areas where numerous vortices are formed close to the free 
surface of the liquid and also at the bottom. The flow field ranges from a speed of 0 m/s to 1 m/s. The really high 
flows can be seen in the stream of bubbles while the periphery only has a speed of a couple of cm per second and 
totally stagnant zones in some places. The grey circle at the top of the digester outlines the meniscus of the di-
gester and the vectors above that line illustrates the gas phase with the gas outlet in the centre of the top wall. 
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Figure 3. velocity vectors and velocity contours of the liquid phase. The figure is showing the velocity vectors in the digester 
to see in which direction the liquid is flowing with fixed vector size (top left) and also showing the real size of the vector (top 
right). The figure is also showing the velocity contours with (bottom left) and without filling (bottom right). The colour indi-

cates a liquid speed range is between 0- 1 m/s (blue – red). 
 

3.2 Tracking the dissolved nutrient 
Tracking the dissolved nutrient inside the digester by means of the CFD tracer method shows a good vertical 
mixing of nutrient (Fig 4) as suggested by the mixing dynamics and earlier studies (Lindmark et al. 2008). How-
ever, the configuration of the feed/nutrient injection (from the left side in this figure) leads to an uneven distribu-
tion of nutrient. The scalar was first injected after 327 seconds of mixing so that the flow fields had time to stabi-
lise and in this figure the nutrient dispersal can be seen at different time instants (from left to right). The second 
time illustrated (at 487 seconds) is approximately the time were the nutrient has made its way back to the injec-
tion point  
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Figure 4. The scalar tracer at different time instants, shown as concentration of the scalar in the digestate. The figure shows 
the distribution of the nutrient at 407 (T1), 487 (T2) and 543 (T3) seconds from left to right. Showing the dissolved nutrients 

path through the digester with the red colour representing the highest concentrations and blue the lowest (0-0.05). 
 

 

To get more details on the nutrient dispersal the range of concentration was changed to 0 - 0.01 at time T3 and 
also viewed in the z-direction at 2, 5, 10 and 15 m from the bottom (Fig 5). From this it can be concluded that 
the nutrient is only dispersed efficiently in around 30 - 40% of the digester and the rest of the volume is under-
nourished. Overloading could possibly be a problem in the areas where we have the dispersion of nutrient since 
there will be an accumulating effect. 

  
Figure 5. Dispersion and accumulation in the digester. Contours of the scalar concentration in the range 0 – 0.01. 

 

Using a scalar as a tracer in the simulations has both benefits and drawbacks. Using a scalar is very similar to the 
use of the tracer  method which means that it is accepted by the industry but it also gives a wide range of data 
concerning the dispersion of nutrient that the tracer method never could do. In the CFD simulation we can study 
the concentration of nutrient at every moment of the process and every part of the digester and visualize the 
results. When working with a passive scalar and using an imposed velocity boundary condition at the outlet, we 
need to set in advance a value for the scalar at that boundary. This means that the exact time when the scalar 
starts to be evacuated at the outlet is difficult to find out and evaluate operating parameters like e.g. the retention 
time. Because of this it is more appropriate to study dynamics in the system than for operational data like hy-
draulic retention time (HRT) and solid retention time (SRT) even though some conclusions about them can be 
drawn. By studying the concentration changes of the scalar at the gas injectors (positioned around the liquid 
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outlet) the turn over time can be seen as well as some effects of short-circuiting flows inside the digester (Figure 
6). There is a stable concentration of the scalar around the gas injectors directly from the time of injection which 
is caused by short-circuiting and it is 1.15 % of the scalar mixed with the liquid that probably will be removed 
from the digester through the liquid outlet. At T = 452 there is a rapid increase in the concentration of the scalar 
after it has gone through the entire digester and returned to the source of the mixing, the turn over time. The 
turnover time of the scalar is consequently near to 125 seconds and the path the scalar will take can be seen in 
the velocity vectors in Figure 3. 

 

 
Figure 6. Turn over time of the digester. This figure shows the volume fraction of the scalar around the gas injectors changes 

with time.   
 

From an engineering point of view it is very hard to control a biological process because there are so many fac-
tors influencing the process. There has been some work done to evaluate the effects of mixing both by microbi-
ologists and engineers but there is as of yet no coherent picture on what actions to take to get the improved di-
gestion process that everyone is aiming for. 

 

The impact of mixing on parameters like temperature, pH and retention time in the digester seems to be a good 
starting point from which to analyze the effects of the mixing imperfections. One of the main possibilities for 
control is the addition of fresh feed but because of mixing imperfections we can have overloaded and undernou-
rished zones in the digester at the same time even if the organic loading rate to the digester itself is adequate. 
There is also the possibility that inhibiting substances can accumulate in the digester and that inconsistencies in 
temperature and pH can form within the digester with local effects on the microorganisms. All these parameters 
have been extensively studied and there is a good theoretical basis from which to draw conclusion. By consider-
ing mass transfer, physical properties and the mixing in the digester the effects of the different parameters can be 
studied in every part of the digester, as a matrix. 

 

Vesvikar and Al-Dahhan (2005) suggests that all areas with a mixing below 5 % of the maximum is stagnant or 
dead zones which has negative effects on the biogas plants capacity to produce biogas. In this simulation around 
30 % of the total volume would fall under that category (two darkest shades of blue in figure 3). Except for the 
effect of mixing on mass transfer they also mean that these zones lead to the degradation of digester performance 
by increase in pH and temperature.  

 

It is also possible to study the temperature range inside the digester through simulations but the pH is directly 
connected to the microbiological activity and the concentration of nutrient which makes it harder to predict. 
However, valuable information on the dynamics of the digestion could be gained by studying it.  
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4 Conclusion 
There are large dead and stagnant zones in the digester and according to the preliminary simulations made on 
mixing dynamics result say it can be around 30 %. 

The mixing configuration is limiting the dispersion of nutrient to 30 – 40 % of the digester because of the barrier 
that the column of bubble produces. One way to improve the dispersion could be to have two or more injection 
points.   

It takes the nutrient/feed that is pumped in to the digester around 125 seconds to follow the entire circulation 
path of the mixing (Fig 3) and return to the zones around the gas injectors.  
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Title: Modeling Software for Advanced Industrial Diagnostics 
 
Mika Liukkonen, Mikko Heikkinen, Teri Hiltunen, Jari Kapanen, Yrjö Hiltunen 
University of Eastern Finland, Finland 
 
Keywords: Software, Process, Analysis 
 
The energy efficiency of industry is recognized nowadays as a highly important matter 
because of tightening environmental legislation (Directive 2009/29/EC) and increasing fuel 
costs. One of the key issues in this respect is to minimize the emissions released from 
processes. The increasing demands for process efficiency and the efforts to reduce harmful 
emissions have generated a number of challenges for industrial plants, and new kind of tools 
are needed to meet those challenges. Process data archives provide a potential source of 
information which can be utilized in optimization, improvement of productivity and reduction 
of emissions. Data-driven modeling is currently considered a useful way of diagnosing 
industrial processes in a diverse field. 
 
We have presented earlier a modelling and optimization system, which can be used in 
monitoring and optimization of power plants and which is implemented on the Matlab-
software platform (Mathworks, Natick, MA, USA). The software has been under constant 
development, and it currently includes new tools which are considered useful in diagnosing, 
not only combustion processes, but also other industrial processes. In the paper we will 
concentrate on those parts which are the latest advancements in the software. These include 
correlation analysis, calculation of process lags, variable selection and multivariate regression 
modelling. 
 
The software consists of the following main parts: 
• Data import: import and export data, rename and preselect variables etc. 
• Data pre-processing: remove constants, filter, interpolate, create derivatives, change 
resolution of data etc. 
• Data visualization: simple plotting, scatter plots, histograms, statistics 
• Correlations and lags: calculate correlations, define changing correlations, define time lags 
• Variable selection: select the most important variables using regression 
• Modelling: multivariate regression, artificial neural networks 
 
We will demonstrate the use of the software by analyzing a data set from a 63 MWth 
circulating fluidized bed (CFB) boiler fired by demolition wood. The data set includes 49 
variables, has a resolution of 15 minutes and covers a one month’s operational period of the 
boiler. 
 
In the search for solutions to current environmental problems, it is evident that industrial 
processes have to become more energy efficient and environmentally friendly. Energy plants, 
for example, will have to be able to produce their energy with less emissions of harmful gas in 
the future. This necessitates the development of novel systems for process diagnostics. The 
software presented here provides a fast way of analyzing a large amount of process data and 
the results show that it provides a useful modeling tool for industrial applications. The 
software can be utilized in advanced process diagnostics which can become a part of the 
service business of plant manufacturers, for example. 
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Abstract: Modern process industry is nowadays confronting many challenges. Increasing fuel and
material costs, for example, have made it necessary to improve process performance and efficiency. On
the other hand, new environmental legislation has created a pressure to reduce process emissions. As it
seems that the interest on model-based control and optimization will be increasing in the future, process
history can potentially provide a source of information to be utilized in the optimization, improvement of
productivity and cost-efficiency and in the reduction of emissions, for example. In this paper we
demonstrate a piece of modeling software for advanced industrial diagnostics. The software includes
tools for importing and exporting data, pre-processing and visualization tools, a computational tool for
lag calculations and tools for performing variable selection and modeling. The software is programmed
into standalone software built up in the Matlab platform. We demonstrate the use of the software by two
industrial data sets: one from a circulating fluidized bed boiler fired by demolition wood and another
from a chemical pulping process. The results show that the software provides an efficient tool for
advanced industrial diagnostics.

Keywords: Software, process, analysis, modeling

1. INTRODUCTION

The energy efficiency of industry is recognized nowadays as
a highly important matter because of tightening
environmental legislation (Directive 2009/29/EC) and
increasing fuel costs. Growing demands for process
efficiency and the efforts to reduce harmful emissions have
generated a number of challenges for industrial plants, and
new kind of tools are needed to meet those challenges. At the
same time it seems that the interest on model-based control
and optimization is increasing (Blanco et al., 2009). Process
data archives provide a potential source of information which
could be utilized more in such applications, e.g. in the
optimization, improvement of productivity and cost-
efficiency and reduction of emissions in processes.
There is an increasing availability of measurement and other
data in the modern industry (Giudici & Figini, 2009). These
data may be related to materials, process performance,
process equipment, maintenance, control, produced quality
and so forth. It seems, however, that the use of process data
in process improvement has not achieved a standard role. In
the pulp and paper industries, for example, the scope of
modeling and simulation applications has been only partial,
which is largely because of the complexity of the processes
(Blanco et al., 2009). Another possible reason for this is the
difficulty of data analysis caused by the characteristics of the
industrial process data, e.g. the large volume of data and

variables affecting the process. Combustion processes, for
instance, are multivariable and the interactions of variables
have to be considered carefully, which makes it a challenging
process to manage (Joronen & Kerschbaum, 2008). On the
other hand, it seems that engineers and managers are having
difficulties in handling the overflow of process data (Wang,
2007). For these reasons, new valid tools are needed for
advanced industrial diagnostics.
Data mining and applied statistical methods are currently
considered as useful tools for extracting knowledge from
industrial data (Giudici & Figini, 2009) and data-driven
modeling is currently considered an advantageous way of
diagnosing industrial processes in a diverse field (Fortuna et
al., 2007; Heikkinen et al., 2009; Kadlec et al., 2009;
Kalogirou, 2003; Liukkonen et al., 2011 a-b). We have
presented earlier a modeling and optimization system
(Heikkinen et al., 2009), which can be used in monitoring and
optimization of power plants and which is implemented on
the Matlab-software platform (Mathworks, Natick, MA,
USA). The software has been under constant development,
and it currently includes new tools which are considered
useful in diagnosing, not only combustion processes, but also
other industrial processes. In the paper we will concentrate on
those parts which are the latest advancements in the software.
These include correlation analysis, calculation of process
lags, variable selection and multivariate regression modeling.
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The software developed for advanced diagnostics can support
efforts to improve process performance, as it can be utilized
as a part of a performance analysis to discover complex
dependences between process variables. We demonstrate the
use of the software by analyzing two data sets from real
industrial processes, one from a 63 MWth circulating
fluidized bed (CFB) boiler fired by demolition wood and
another from a chemical pulping process.

2. COMPUTATIONAL METHODS

The software developed for advanced industrial diagnostics
consists of the following main parts:

• Import: import and export data, rename and preselect
variables etc.

• Pre-processing: remove constants, filter, interpolate,
create derivatives, change resolution of data etc.

• Visualization: simple plotting, scatter plots, histograms,
statistics

• Correlations and lags: calculate correlations, determine
changing correlations, determine time lags

• Variable selection: select the most important variables
using regression

• Modeling: multivariate regression, artificial neural
networks

2.1 Pre-processing tools

Erroneous or missing data can complicate modeling, and
therefore pre-processing is an important step of data analysis.
Pre-processing of large datasets is often laborious manual
work, however, which may multiply the time spent for
analyses. For this reason, diagnostics software includes
several sophisticated tools for different steps of preparing
data.
Filtering of unreliable data is an essential pre-processing
operation, which is often performed manually. Therefore,
when datasets are large and the variables are filtered by
thresholds, a practical filtering tool can save plenty of time.
The advanced diagnostics software includes fixed boundary,
low-pass and moving average techniques for filtering, and
has a separate graphical interface for filtering. The software
also includes tools for removing unreliable rows and
constants conveniently.
Many data centric modeling methods require a complete data
matrix, which means that the possible missing data must be
compensated. Several methods have been proposed for that
purpose (Little & Rubin, 1987; Schafer, 1997). A method
used commonly and programmed also in this software is the
simple linear interpolation algorithm, which fills the gaps in a
table by drawing a straight line between two neighboring
values and returning the appropriate values along that line.
Despite this, all the modeling and statistical methods
embedded to the software are programmed to accept missing
data.
Derivative variables or soft sensor type of variables are used
commonly for analyzing process data. Therefore a calculator
tool for creating new derivative variables is included to the
software.

2.2 Determination of process lags

Process lags can be considerable in the process industry and
should therefore be considered carefully in the analysis.
When dealing with relatively slow fluid flows, for instance,
data associated with each time stamp may not be comparable
as such. Process lags can be determined using a cross-
correlation method, in which the correlations between
variables are calculated in a time window.
The correlation coefficients between two variables are
calculated in each time step and the maximum absolute value
of these coefficients represents the process lag between these
two variables. The lags between individual variables
constitute a matrix, which can be used in determining the
final lags with respect to each variable. Some of these
maximum correlations may be insignificant (i.e. these lags
are unreliable), however, so the final process lags are
calculated by using the lags indicated by the most
considerable correlations.

2.3 Variable selection

The aim of selecting variables is at selecting a subset p from
the set of P variables without appreciably degrading the
performance of the model and possibly improving it.
Although exhaustive subset selection methods involve the
evaluation of a very large number of subsets, the number to
be evaluated can be reduced significantly by using
suboptimal search procedures (Whitney, 1971). Therefore
they are ideal for large data sets.
Sequential forward selection is a simple suboptimal method
for selecting variables in which the variables are included in
progressively larger subsets so that the prediction
performance of the model is maximized. To select p variables
from the set P:

1) Determine the variable that yields the best value for
selected criterion.

2) Search for the variable that yields the best value with the
variable(s) selected in stage 1.

3) Repeat stage 2 until p variables have been selected or a
stopping criterion has been met.

2.4 Modeling tools

Multivariate regression can be used to model the relationship
between two or more explanatory variables and a response
variable by fitting an equation to observed data samples. A
model with N observations and P variables is defined by (1):

iiPPiii xbxbxbby ...22110  , for Ni ,...2,1          (1)

where y denotes the value of the response variable, x is the
value of the predictor (explanatory) variable, b0 is a constant,
b1…bP equal the unknown coefficients to be estimated, and
comprises the uncontrolled factors and experimental errors of
the model. The fitting is performed by minimizing the sum of
the squares of the vertical deviations from each data point to
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the line that fits best for the observed data, which is known as
least squares fitting.
The software also includes a modeling tool based on self-
organizing maps (SOM) (Kohonen, 2001), which can be used
for discovering and analyzing process states and optimizing
processes. The use of the SOM tool in the monitoring of
process states and process optimization has been
demonstrated by Heikkinen et al. (2009).

3. RESULTS

3.1 Modeling of NOx in a CFB boiler

Process and data
Fluidized bed combustion is a technology designed
principally for converting solid fuels such as coal, peat,
biomass or waste derived fuels into energy.  Fuel flexibility
and the ability to burn low-grade fuels are major advantages
generally associated with fluidized bed combustion (Basu,
2006; Koornneef et al., 2007): circulating fluidized bed
boilers (CFBs) can burn a wide spectrum of fuels without a
major reduction in performance. For instance, the fuel
flexibility allows CFBs to co-combust a wide variety of solid
fuels, including fossil fuels such as coal, biomass-derived
fuels such as wood and agricultural residue, peat, and even
waste fuels like demolition wood (Coda Zabetta, 2009).

Nevertheless, fuel flexibility may also pose new challenges.
The use of demanding heterogeneous fuels such as biomass
not only increases the need for monitoring the process but
also complicates the development of new methods for
diagnosing and monitoring it. The quality of demolition
wood, for example, tends to vary considerably depending on
its origin and preparation before combustion, which makes
the control of the CFB process demanding. In addition,
varying quality of fuel can have undesired consequences such
as an increased level of emissions, which are produced in
complex chemical reactions. The effects of individual
operating parameters on the released emissions cannot be
easily separated from each other, which means that
combustion management has to take all these effects into
account (Joronen & Kerschbaum, 2008).
Process data for the present purpose were extracted from a
database attached to a 63 MWth CFB boiler fired by
demolition wood. The size of the data matrix used as an
example is 3 000 x 49 (3 000 rows, 49 variables in columns),
covering thus a month (31 days) of operation.

Selection of variables
The data set is first averaged to have a resolution of 15
minutes. Then, constant variables are removed, because they
do not bring any additional value to the model. The missing
values of data (less than 0.5 % of input data) are replaced
using linear interpolation.
Next, ten variables are selected using the NOx concentration
of flue gas as the model output. The results can be seen in
Fig. 1. The NOx model consisting of the ten selected

variables yields a correlation of 0.88 with the observed NOx
content.

Fig. 1. A window showing the results of variable selection in
the CFB case.

The model
The regression tool window of the advanced diagnostics
software is presented in Fig. 2. The model for NOx is
constructed using the variables obtained by the variable
selection tool. As can be seen, the regression tool outputs the
model coefficients, the goodness of fit and two plots
representing the performance of the model.

3.2 Modeling of pulp brightness in a chemical pulping
process

Process and data
Chemical pulp production is performed by cooking the raw
wood material together with chemicals to dissolve the
binding agent (lignin), which ties the fibers together, from the
wood. The remaining wood fibers form the chemical pulp,
which is the principal material for producing paper and
board. (www.prowledge.com)
The first phases of producing chemical pulp are the debarking
of the logs in a debarking drum, chipping of the debarked
logs, and screening of the wood chips. Cooking of the chips
occurs in a large digester. In the sulfate method the chips are
cooked in an alkaline chemical solution, or liquor, after
which the pulp is washed. The pulp is brown in color at this
stage, so it can be bleached to improve its brightness and
cleanliness. This occurs either by removing or brightening the
colored substances, e.g. residual lignin, in the pulp. Various
bleaching chemicals can be used such as oxygen, chlorine
dioxide or hydrogen peroxide. After bleaching the pulp is
screened, dried and baled. (www.prowledge.com)
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Fig. 2. The regression tool window of the software and a model for the NOx content of flue gas in a CFB boiler using the
selected variables.

The process data used in this study was extracted from
databases of a sulfate pulp mill. All the variables potentially
affecting the brightness of the pulp in the bleaching stage of
the process are included to the dataset. The time period is one
year and the resolution of the data is 15 minutes. The size of
the complete dataset is 35 040 rows.

Determination of process lags
Outliers and unreliable data are marked as missing data using
the software. It would be possible to estimate the process lags
on a theoretical basis if flows and volumes are given. In this
case, however, the process lags between the main stages of
bleaching are estimated using the software tool. Brightness of
the pulp in the sequential stages of the bleaching process was
chosen for analysis, because brightness is measured in every
stage and it is considered an important quality parameter.
The software calculates the correlations between variables
within a given time window. In this case, the time dimension
is 40 (10 hours). In other words, the correlation is calculated

40 times for each variable, with 40 different time dimensions
within a 10-hour period of time. Thus the software is given
the assumption that the length of the lag can be anything
between 0 and 10 hours. The dimension which yields the
largest absolute value of the correlation coefficient represents
the lag. Then, the first brightness parameter (D stage
brightness), which is measured at the beginning of the
bleaching process, is defined as the reference variable to be
able to compare the resulting lags between variables. The
information of the resulting matrix, which can be seen in Fig.
3, comprises the lags between all variables and can be used in
estimating the lags with respect to the reference variable.
Finally, the determined process lags are those indicated by
the most considerable correlations. The process lags
determined for the variables which indicate the brightness of
the pulp in different stages of the bleaching process are
shown in Table 1.
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Fig. 3. The graphical interface of the lag analysis tool based on cross correlation. Colors represent the correlation coefficient
between variables and a value inside a cell shows the number of data rows indicating the length of the lag (the dimension in
which the absolute value of the correlation coefficient is largest).

Table 1.  The calculated process lags.

Variable Lag
(data rows)

Lag
(hours)

D stage brightness 0 0

D/Q stage brightness 4 1
D1 stage brightness 11 2.75
Bleached pulp tower,
brightness

23 5.75

Pulp to drying, brightness 28 7

Table 2.  Results for modeling the brightness of pulp.

Original
dataset

Embedded
dataset

Root mean square error 0.461 0.379
Index of agreement 0.642 0.812
Correlation coefficient 0.521 0.708
Mean average error 0.354 0.230

The model
The multivariate regression tool of the software is used for
the modeling of brightness in bleached pulp. Bleaching
chemicals, kappa variables and brightness variables are used
as inputs (10 variables). Two models are calculated; (a) using
the original dataset and (b) using a dataset in which the
variables are embedded using the information from the lag

calculations. The results (see Table 2) indicate that the model
based on the embedded dataset yields better results. The
correlation coefficient, for example, is raised from 0.52 to
0.71.

4. DISCUSSION

While new solutions are being sought to create cleaner
alternatives at all fronts, it is evident that also industrial
processes have to become more energy efficient and
environmentally friendly. Energy plants, for example, will
have to be able to produce their energy with less emissions of
harmful gas in the future. This can be difficult because of
numerous affecting variables and the complex dynamics
present in the combustion process. Minimization of process
emissions is a major issue also in chemical pulping, but
optimizing the process may also decrease the consumption of
energy and chemicals. As in most continuous processes, the
derivation of dependences can be difficult in the chemical
pulping process, because the lags are not known thoroughly
and the control loops are complex.
For these reasons novel systems for advanced process
diagnostics are needed. The software presented here provides
a fast way of analyzing a large amount of process data and
the results show that it provides a useful modeling tool for
industrial applications. The software can be utilized in
advanced process diagnostics which can become a part of the
service business for manufacturers of process equipment and
devices, for example.
The performance analyses of processes often include data
analyses to discover the best possible control strategy based
on variable interdependences, which can be complex and
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multivariable. Naturally performing these analyses cannot be
fully automated, since they require empirical knowledge of
the process, which only an experienced process expert can
possess. The software has been designed for analyzing large
data sets, which are typical for process industry, since
measurement data are usually collected all the time from
different process stages. Nonetheless, constructing data-based
and especially non-linear models requires specialized
expertise from the software users, not only on the modeling
methods but also on the process itself. The generic modeling
tool may thus be used by process experts, who are able to
analyze and validate the results before taking them into
operational use. On the other hand, a skilled process expert
can automate laborious data processing stages using the
software, which facilitates the routine and regular analysis
work and so enables more efficient performance analyses.

5. CONCLUSIONS

The software proposed for advanced industrial process
diagnostics can support efforts to improve process
performance and to determine the optimal control strategy,
for example. The software exploits process history, which
offers a useful source of information and which can help in
the improvement of process efficiency or in the reduction of
process emissions, for example. The software can be utilized
as a part of a performance analysis to discover complex
dependences between process variables.
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Paper 6 
Title: WATER CONTENTS OF WOOD AND PEAT BASED FUELS BY ANALYSING 
TIME DOMAIN NMR DATA 
 
Ekaterina Nikolskaya, Mika Liukkonen, Jukka-Pekka Männikkö, Risto Kauppinen, Leonid 
Grunin, Yrjö Hiltunen 
University of Eastern Finland, Finland 
 
Keywords: NMR, Water content, Biofuels, Wood, Peat 
 
The water content (WC) of fuel in particular is one of the most important quality parameters 
for biofuels, such as wood and peat. However, a good online method to quantify the water 
content is currently unavailable because of complex nature of biological water. For example 
in wood, water can be mainly in three different forms; liquid in pores (free water), physical 
and chemical bonded in cell walls (bonded water) and vapour in pores. Water can also be on 
the surface of wood, when water content is above 60%, or in the ice form, when temperature 
is below 0 oC. Earlier water content measurements from biofuels using NMR have shown that 
it could be potentially the method-of-choice for quantifying water. Important questions to be 
addressed include whether NMR method are cost effective and practical in industrial settings. 
 
A portable low-resolution nuclear magnetic resonance (NMR) analyzer has been purchased at 
the University of Eastern Finland for testing the NMR method for applicability for industrial 
measurements of water content. The permanent magnet of 0.5 T has dimension of 
140х190х150 mm weighting 19 kg. Water content measurements were made over a broad 
range of moisture contents for several genuine fuels from an energy company. The wood and 
peat samples were ground into powder for NMR samples. The sample volume was 
approximately 1.5 cm3. NMR measurements were compared with the standard method for 
water content determination, in which the mass of the sample is measured before and after 
oven drying at reduced pressure. 
 
Free Induction Decay (FID) signals were acquired for all samples and three values for each 
magnitude FID were calculated as follows: (1) the long time constant component Al of FID. 
(2) The short time constant component As of FID. (3) The ratio of Al / As. The As and Al 
values and (Al/As) ratio were calculated for all samples. The reference water content was 
determined as a function of the (Al/As) ratio for each sample. There was a clear 2th order 
relationship between these values (R2 = 0.987). Water content values of fuels using NMR 
data and the model were in good agreement with water content measurements with the 
standard test employing oven drying. The correlation coefficient between these two methods 
was 0.997 and the RMS error 1.14 %. The errors can be partly due to procedures used in 
NMR measurement and partly due to the oven drying method. The same measurements have 
been made for peat samples. 
 
The current results show that one can use the same model for a variety of samples, which 
indicates that the NMR method can be used without additional calibration both for different 
kinds of samples. The calibration needs to be performed only once for given NMR probe and 
NMR device setup, which makes the method user-friendly and fast to implement. 
 
The results of the study demonstrate that the NMR method is as accurate as the gold-standard 
test. Importantly, NMR water content measurement can be performed in 15 seconds, in 
contrast to the oven drying which takes up to 20 hours. Our results show that the NMR 
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Water Contents of Wood and Peat Based Fuels
by Analyzing Time Domain NMR data
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Abstract: The time-domain nuclear magnetic resonance relaxometer (TD-NMR) was used to determine
water contents of wood and peat based fuels and their mixtures. Measurements were made over a broad
range of water contents for various fuels. NMR results were compared to the values estimated by
standard method, where mass of a sample is measured before and after oven drying at reduced pressure.
Water content measurements using these two methods were in a good agreement. The correlation
coefficient for all samples was 0.99 and the standard deviation 2.5 %. These results demonstrate that the
TD-NMR method is fast and accurate and it can be used without additional calibration for any wood and
peat based fuels.

Keywords: Water content, Nuclear magnetic resonance, Gravimetric method, Wood, Peat, Solid fuels

1. INTRODUCTION

In recent years, the increasing use of biomass as a fuel in the
production of energy and the tightening environmental
legislation have created a need for faster and more exact
determination of biomass properties. Generally speaking, the
most important fuel characteristics are the calorific value,
chemical composition, moisture content, ash content,
composition of ash, melting behavior of ash and fuel
handling properties such as density and particle size [1]. In
terms of international emissions trading, the moisture
content, the carbon content in dry matter and the calorific
value are the variables included in the calculation of emission
factors for solid biofuels.
The water content of fuel in particular is one of the key
parameters for biofuel quality, because it affects directly the
accessible amount of energy. Nyström and Dahlquist [2] have
gleaned potential methods, such as X-ray, near infrared
spectroscopy (NIR), radio frequency measurements (RF),
microwave measurements (MW) and nuclear magnetic
resonance (NMR), bear potential to become useful for
process control. However, moisture content is usually
determined by a standard method, where the mass of the
sample is measured before and after oven drying [3].
Nuclear magnetic resonance (NMR) is a new respectable
method for measuring the water content [4-9]. NMR
equipment have been used in moisture content measurements
mostly in laboratory conditions, in which it has been applied
to wood, food supplies, soil samples, oil and coal [10-14].

Nyström and Dahlquist [2] propose that all methods,
including the NMR method, should be calibrated for every
biofuel mixture used. The recent results of Merela et. al. [4]
confirmed that the NMR method is comparable in terms of its
accuracy and reliability to the gravimetric method, regardless
of the species of wood. The results [4] demonstrate that the
water or moisture content in wood samples can be determined
instantly based on its mass and the amplitude of its NMR FID
signal.
The results of our earlier paper [15] also demonstrate that
time-domain nuclear magnetic resonance (TD-NMR) method
is fast and accurate and, importantly, it can be used without
additional calibration for wood-based fuels. On the other
hand, it would be interesting to know whether this concerns
also different fuel types and their mixtures. Peat, for example,
is widely used in Finland for producing energy, and it is often
burned in combination with wood-based fuels. Thus, a
generic measurement not sensitive to fuel type would be a
great advancement. In addition, actual online measurements
for moisture and other important biomass properties have not
been implemented using the NMR method.
The objective of this study was to examine the potential of a
TD-NMR method to measure water content in wood and peat
based fuels and their mixtures. In this paper we present more
results concerning the measurement of wood fuels, which
support the earlier findings [15]. Furthermore, we present
results  for  measuring  the  water  content  of  peat  and  fuel
mixtures of wood and peat.
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2. MATERIAL AND METHODS

2.1 Fuel samples

Water content measurements were performed over a broad
range of moisture contents for three genuine fuels from an
energy company. The wood samples were ground into
powder (the particle size about 3 mm). The sample volume in
NMR tubes was approximately 0.6 cm3.  The summary of the
samples is shown in Table 1.
Water content in wood is defined in terms of the initial
weight of wood sample and the final weight of the sample
after oven drying to constant weight at 105±2oC and it can be
calculated using the following equation:

%100%
woodofweightOriginal

woodofweightdryovenwoodofweightOriginalWC .    (1)

Table 1. The summary of the samples for modelling

Sample Description WC
range, %

Wood milled to 2-3 mm of particle
size 12-69

Peat sifted by 4 mm sieve 38-64
Mixture
of wood
and peat

- 50% of sifted peat and 50%
of milled wood 23-57

- 90% of sifted peat and 10%
of sifted wood 39-65

- Original mixtures (sifted by 4
mm sieve) with content of
approximately 10% of wood

9-56

2.2 NMR measurements

The TD-NMR measurements were done using a mobile NMR
analyzer Spin Track [16] with a 1H resonance frequency of
25 MHz. The permanent magnet of 0.6 T has dimension of
140 190 150 mm weighting 19 kg. The diameter of sensor
hole was 10 mm. Free Induction Decays (FID) were recorded
with an acquisition rate of 3 Mega samples per second;
excitation pulse duration was 3.7 microseconds. Digital
receiver console provided quadrature acquisition with the
ringing time of around 12-16 microseconds.
 The measurements were performed at room temperature.
After the NMR analysis was completed, water contents were
determined by oven drying of each NMR sample at 105oC
over night.
Complex FID signals were acquired for all samples and
magnitudes of FIDs were calculated using the following
equation:

22 ImReMagn ,         (2)

where Re is the real part and Im the imaginary part of a FID.
The shape of the FID signal from wet wood sample with the
water content value of 61 % is shown in Figure 1.
A long time constant component Along for each FID signal
was calculated as the average value of FID magnitudes in the
range  from  40  µs  to  160  µs  (area  of  magnitude  values  is
marked by red color in Figure 1).

3. RESULTS AND DISCUSSION

TD-NMR  device  was  used  to  determine  water  contents  of
wood and peat based fuels and their mixtures. Measurements
were made over a broad range of water contents for various
fuels. FID of wood sample can be presented as a two-
component signal (See Figure 1), where the short time
constant component Ashort is  the  NMR  signal  from  bulk
matter and water rigidly bonded to the material structure. The
long time constant component Along arises from free water. It
seems that the size of long time constant component increases
with  the  water  content.   Typical  FIDs  of  wood  and  peat
samples are shown in Figures 2 and 3, respectively. The
results of repeated measurements are summarized in Table 2.
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Figure 1. Magnitude of a Free induction decay (FID) signal
from a wood sample with WC = 61 %. Magnitude values,
which have been used for calculation of long time constant
component Along, are marked by red color
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Figure 2. Magnitudes of FID signals from five wood samples
with different water contents.
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Table 2. Results of repeated measurements.

Sample Water content
(%)

Std of Along
(%)a)

Std of water
content (%)b)

Wood 20 2.92 0.27
Wood 56 1.24 0.38
Peat 42 2.09 0.38
Peat 44 1.56 0.56
a) Standard deviation of 10 separate NMR measurements
using the same sample.
b) Calculated using equation (3).
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Figure 3. Magnitudes of FID signals from five peat samples
with different water contents.

However, if the same model can be used for both wood and
peat samples, the FIDs have to be similar with the same water
contents. The FIDs of a wood and a peat samples with almost
the same water contents are presented in Figure 4. As can be
seen, the FIDs are almost identical, which indicate the
usability of the NMR method in cases of different solid fuels.
NMR measurements were compared with the standard
method for water content determination, in which the mass of
the sample is measured before and after oven drying at
reduced pressure. The mean values of the long components
Along were  calculated  for  all  samples.  In  Figure  5,  the
reference water content is plotted as a function of the mean
value for each sample. There is a clear 2nd order relationship
between these values.  In our final model, the water content
of the sample can be determined as follows:

cAbAaWC longlong ** 2  , (3)

where a = -2.458*10-5 , b = 0.0778 and c = 7.3396. Water
content measurements using NMR and equation (3) are in a
good agreement with water content measurements with the
standard method employing oven drying, as can be seen in
Figure 6. The correlation coefficient between these two
methods for all samples is 0.99 and the standard error 2.5 %.
The errors can be partly due to procedures used in NMR
measurement and partly to the oven drying method. Repeated
measurements by the same sample (See Table 2) show that
the error in the Along is not more than 3 % and so the absolute
error in water content value using equation (3) is less than 0.5
%, which is consistent with data reported for the alternative
methods [3].
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Figure 4. Magnitudes of FID signals from a wood (red line)
and peat (black line) samples with similar water contents.

4. CONCLUSIONS

In the present paper, water content measurements based on
NMR were performed over a broad range of moisture for
wood and peat fuels. The results of the study demonstrate that
the NMR method is as accurate as the gold-standard test.
Importantly, NMR water content measurement can be
performed very fast, in contrast to the oven drying which
takes up to 20 hours.
The current results also show that one can use the same
model for wood and peat fuels without additional calibration.
The calibration needs to be performed only once for given
NMR probe and NMR device setup, which makes the method
user-friendly and fast to implement. The results indicate that
the NMR method can be successfully applied to water
content measurements of wood and peat based fuels with a
great potential for industrial scale application.
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Figure 5. Water content measured by oven drying method as a function of the sum of FID. The solid line is a 2nd order fit to
the measured points.
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Figure 6. A comparison of the measurement of water content in wood samples using NMR and oven drying methods.
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method can be successfully applied to water content measurements of wood fuels with a great 
potential for industrial scale application. 
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Paper 7 
Title: Modeling and control of gas lifted oil field with five oil wells 
 
Roshan Sharma, Kjetil Fjalestad, Bjørn Glemmestad 
Telemark University College, Norway 
 
Keywords: Gas lifted oil wells, cascade control, droop control, dynamic modeling, simulation 
 
Distribution and control of lift gas available for a cluster of gas lifted wells in an oil field is 
necessary for maximizing total oil production. This paper describes a simple dynamic model 
of the oil field developed from mass balances at different sections of the oil wells. Dynamic 
behavior of the oil wells is studied by open loop simulations. For proper distribution of the 
available gas, the pressure of the common gas distribution manifold and the lift gas flow rates 
through each gas lift choke valves should be controlled when there is variation in the supply 
of the lift gas. Four control strategies namely cascade control, droop control, droop control 
with integral action and pressure control with one swing producer are presented. The total 
available lift gas will be completely utilized by the five oil wells without demanding any extra 
gas requirement. 
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Abstract: Distribution and control of lift gas available for a cluster of gas lifted wells in an oil field is necessary for 
maximizing total oil production. This paper describes a simple dynamic model of the oil field developed from mass 
balances at different sections of the oil wells. Dynamic behavior of the oil wells is studied by open loop simulations. 
For proper distribution of the available gas, the pressure of the common gas distribution manifold and the lift gas 
flow rates through each gas lift choke valves should be controlled when there is variation in the supply of the lift 
gas. Four control strategies namely cascade control, droop control, droop control with integral action and pressure 
control with one swing producer are presented. The total available lift gas will be completely utilized by the five oil 
wells without demanding any extra gas requirement. 
 
Keywords: Gas lifted oil wells, cascade control, droop control, dynamic modeling, simulation 
 

1. Introduction 
 

Production of oil from a naturally flowing 
oil well causes a gradual reduction of the 
reservoir pressure as time passes. As long as the 
reservoir pressure is sufficient to counter balance 
the sum of the different pressure losses occurring 
along the flow path of the fluid (eg: hydrostatic 
and frictional pressure drop), the oil stream from 
the reservoir reaches the surface without the need 
of any external assistance (Takacs, 2005). 
However, as more fluid is extracted from the 
reservoir, the reservoir pressure reduces to a 
value less than the total pressure losses in the 
well and the fluid flow from the reservoir stops. 
The well is said to be ‘dead’ when the well’s 
reservoir pressure cannot lift the liquid column 
produced from the reservoir and the production 
of oil stops (American Petroleum Institute, 1994). 

Among several artificial lifting methods, 
this paper focuses on the use of continuous flow 
gas lifting mechanism. In continuous flow gas 
lifting, a high pressure natural gas supplied by a 
compressor is continuously injected into the 
tubing from the annulus at a proper depth (see 
Figure 2). The injected gas reduces the density of 
the multiphase fluid (mixture of oil, gas and 
water) in the tubing thereby reducing the flow 
resistance (flowing pressure losses) in the tubing 
and enabling flow again (Brown and Beggs, 
1977). 
An oil well responds differently to low and high 
gas lift injection rate as shown in Figure 1. As the 
lift gas flow rate is increased from low injection 
flow rate, the oil production increases, becomes 
maximum at some optimal lift gas flow rate and 
then start to decrease again. This is due to the fact 

that at very high gas injection rate, the effect of 
the frictional losses (which is a function of the 
square of the lift gas velocity) in the tubing will 
be dominant and the bottom hole pressure will 
start to increase. It is also due to increase in the 
back-pressure caused by the accumulation of 
more and more gas in the tubing due to increased 
lift gas injection rate. This behavior of gas lifted 
oil well demands for design and development of 
a control system that will control the gas flow 
rate injected into the tubing for controlling the oil 
produced from the well. 

 
Figure 1: Gas lift performance curve of a typical oil well 

 
Moreover, for a field with multiple oil wells 

where lift gas is supplied from a common source 
(see Figure 3), it is important to distribute the lift 
gas among the oil wells properly. Lift gas flow 
rates for each oil well and the pressure in the gas 
distribution manifold should be controlled. 

The main objective of this paper is to 
develop a simple model of a gas lifted oil field 
with five oil wells, study the dynamic behavior of 
the oil field under varying operating conditions 
and then use the model for designing, developing 
and simulating four different control strategies 
for proper distribution of the lift gas. For all the 
simulation results in the paper, MATLAB has 
been used as the tool for simulation. 
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Automatic control of gas lifted oil well has 
been studied by various authors. Automation 
system for gas lifted wells operating under 
constraints of high availability of lift gas has 
been proposed by Camponogara et al. (2010). 
Instability of gas lifted oil wells and strategies to 
control the heading problems have been studied 
by Jansen et al. (1999), Plucenio (2002), Eikrem 
et al. (2002 and 2004a), Dalsmo et al. (2002), 
Imsland et al. (2003), Plucenio et al. (2006) and 
Scibilia et al. (2008). Control of gas lifted oil 
well along with optimization using non-linear 
MPC has been proposed by Plucenio et al. 
(2009). Sliding Mode Control (SMC) strategies 
have been proposed by Di Bernardo et al. (2002), 
Anguola et al. (2005a), Pagano et al. (2008) and 
Pagano et al. (2009) to control the production 
choke valve for controlling the slug flow 
oscillations in the oil well. Non-linear model-
based back stepping control applied for 
stabilization of unstable flow in oil wells has 
been proposed by Kaasa et al. (2007). 
 

2. Simple dynamic model of oil well 
 

A simple model of a gas lifted oil well is 
developed taking into account all the components 
of a typical gas lifted oil well as shown in Figure 
2. 

 

 

Figure 3 shows a schematic of an oil field with 
five oil wells and with a common gas distribution 
pipeline and a common gathering manifold. The 
compressor outputs a highly pressurized lift gas 
for injection (푤 ) into the gas distribution 
pipeline. The lift gas enters into the annulus of 
each well from this common gas distribution 
manifold. The flow rate of the lift gas to be 
injected into each well (푤 , superscript i denotes 
ith oil well for all symbols) is controlled by the 
gas lift choke valve present in the well head of 
each oil well.  

 
 

Figure 3: Schematic for an oil field with five oil wells 
 
From the annulus, the high pressure lift gas is 
injected into the tubing (푤 ) at a proper depth 
through the gas injection valve (see Figure). The 
gas injection valve is designed in a way that the 
back flow of fluid into the annulus from the 
tubing does not occur through it. The injected gas 
mixes with the multiphase fluid (crude oil, water 
and gas produced from the reservoir, 푤 ) in the 
tubing at the point of injection thereby reducing 
its density and the weight of the liquid column in 
the tubing. This causes the differential pressure 
between the reservoir (푃 ) and bottom hole 
pressure (푃 ) to be increased causing the liquid 
column to flow upwards to the surface. The 
production choke valve controls the flow rate of 
the multiphase fluid (푤 ) produced from the 
reservoir. In this paper, it is left at 100% fully 
open and has not been implemented for control 
purpose. The mixture of the gas, water and oil 
flowing out of each of the wells through the 
production choke valves is collected together in 
the common gathering manifold and finally 

Figure 2: Different components of a gas lifted oil well 

1.Lift gas distribution pipeline   2. Gas lift choke valve             

3. Annulus    4. Tubing     5. Gas injection valve             

6. Reservoir   7. Production choke valve    8. Gathering 

manifold      9. Multiphase meter      10. Pressure and 

temperature transducers        11. Packer 

Lt_vl = La_vl = vertical length of tubing/annulus above the 

gas injection point 

Lr_vl = vertical length of tubing below the gas injection 

point 
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transported to the separator where they are 
separated into their respective phases. The gas is 
then sent back to the compressor system and 
recycled to be used for lifting purpose. For 
simplifying the flow of the gas and fluid, a 
simple flow chart is shown in Figure 4. 

 
Figure 4: Flow chart of the simple model of oil field 

Pressure and temperature transducers measure 
the pressure and temperature both downstream 
and upstream the production choke valve and gas 
lift choke valve. A multiphase flow meter is 
installed downstream the production choke valve 
and is used to measure the flow rate of oil, gas 
and water individually. The packer is used to seal 
the bottom of the casing annulus, which funnels 
all of the production into the tubing string, so all 
of the available gas energy is utilized to lift the 
fluid. 

For the purpose of gas injection distribution 
and control, friction losses in the pipelines have 
not been taken into account as it might not be of 
importance for the sole purpose of control. Also 
it will be simpler to implement control strategies 
with a simple model of the process given that the 
model sufficiently reflects the necessary 
dynamics of the system needed for control 
purpose. All phases of the multiphase fluid are 
assumed to be evenly distributed with no 
slugging. The temperature of lift gas and the 
multiphase fluid is assumed to be constant at 280 
K at all sections of the pipelines and the reservoir 
pressure is kept constant at 150 bar. It is also 
assumed that flashing does not occur. 

The four states used in the model are the 
mass of gas in the distribution pipeline (mgp), 
mass of gas in the annulus (���� ), mass of gas in 
the tubing above injection point (���� ) and the 
mass of liquid (oil) in the tubing above injection 
(���� ). If wgc is the total mass flow rate of lift gas 

supplied by compressor and entering into the gas 
distribution pipeline (considered as input 
disturbance) and ����  is the mass flow rate of gas 
injected into annulus i.e. mass flow rate leaving 
the gas distribution pipeline, then the mass 
balance in gas distribution manifold gives, 

�� �	 
 ��� ������
���  (1)

Mass flow rate through the gas lift choke valve 
(���� ) is obtained by using the standard flow 
equation developed by Instrument Society of 
America (ANSI/ISA S75.01, 1989), 

���� 
 �������� �������	max��� � ��� , 0�		 (2)

N6=27.3 is the valve constant, ���  is valve 
opening of the ith gas lift choke valve expressed 
in percentage, Pc and ��� are the pressures 
upstream and downstream of the ith gas lift choke 
valve, 	��	 is the density of gas in the distribution 
pipeline which is a function of the upstream 
pressure Pc, ��� is the gas expansion factor and ������ � is the valve characteristic as a function of 
its opening. 
We assume the gas expansion factor (���) to be: 

��� 
 1 � #$ % �� � ���max��� , ��&�'�( 

#) 
 *+,-./,. 
 	0.66 

(3)

��&�' is the minimum pressure in the gas 
distribution pipeline. Valve characteristic as a 
function of its opening (������ �) is modeled by 
three linear equations as shown in Equation (4). 
The function in Equation (4) is fitted to the data 
supplied by the choke supplier. 

������ � 
 2 0 ��� 3 50.111��� � 0.556 5 3 ��� 3 500.5��� � 20 ��� 6 50  (4)

 
Using gas law, the pressure upstream (��) 

and downstream (���) the gas lift choke valve can 
be found from the mass of gas, 

�� 
 7��	89	:;	<	_�> (5)

��� 
 7���� 89��:;�� <�_�>�  (6)

Ap and ;��  are the cross sectional area of the gas 
distribution pipeline and annulus, <	_�>  and <�_�>�  
are the true/actual lengths of the gas distribution 
pipe and the annulus, M is the molar mass of the 
lift gas, R is the universal gas constant, Tp is the 
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average temperature of lift gas in the common 
gas distribution pipeline, 푇  is the average 
temperature of lift gas in the annulus of the ith 
well and z is the gas compressibility factor. The 
gas compressibility factor given by Equation (7) 
is expressed as a polynomial function of gas 
pressure P in bar (assuming constant temperature 
of 280K at the bottom of the sea). It is curve 
fitted (LSQ-method) to calculations from 
PVTsim (PVTsim, 2008) using the lift gas 
composition and assuming constant temperature. 
푧 = −2.572 × 10 푃 + 2.322 × 10 푃   

−0.005077푃 + 1 
(7)

Average density of the gas in the distribution pipe 
휌  from definition is, 

휌 =
푚
퐴 퐿 _

 (8)

Applying mass balance in annulus yields, 

푚̇ = 푤 − 푤  (9)

푤  is the mass flow rate of gas injected into the 
tubing from the annulus through the gas injection 
valve at the point of injection i.e. mass flow rate 
of gas leaving the annulus and 푤  is the mass 
flow rate of gas entering the annulus through the 
gas lift choke valve. The mass flow rate of the 
gas injected into the tubing from the annulus 
(푤 ) is,  

푤 = 퐾 푌 휌 max 푃 − 푃 , 0 	  (10)

퐾  is the gas injection valve constant, 푃  is the 
pressure upstream the gas injection valve in the 
annulus and 푃  is the pressure downstream the 
gas injection valve in the tubing, 휌  is the 
average density of gas in the annulus. 푌  is the 
gas expandability factor given by, 

푌 = 1−훼
,

,훼 = 0.66  

푃  is the minimum pressure of lift gas in the 
annulus at the point of injection into the tubing. 
푃 is given by adding hydrostatic pressure drop 
to 푃 	as, 

푃 = 푃 + 휌 푔퐿 _  

푃 = 푃 +
푚 푔퐿 _

퐴 퐿 _
 

(11)

퐿 _ 	is the vertical depth of the annulus from the 
well head to the point of injection. Density of gas 
in the annulus (휌 ) is a function of the average 
gas pressure, 

휌 =
푀 푃 + 푃

2푧푅푇
 (12)

Denoting the pressure upstream the production 

choke valve in the tubing head to be 푃 , the 
average gas pressure 푃 	in the tubing above point 
of injection is, 

푃 ≈
푃 + 푃

2
 (13)

The volume of gas present in the tubing 
above the gas injection point (푉 	) can be found 
by subtracting the volume of oil present inside 
the tubing from the total volume of the tubing 
above the gas injection point. 

푉 = 퐴 퐿 _ −푚 /휌  
퐴  is the inner cross sectional area of the tubing, 
퐿 _  is the actual length of tubing above the gas 
injection point and 휌 is the density of crude oil 
which is assumed to be 700 kg/m3. Using gas law, 

푃 푉퐺
푖 = 푧

푚푔푡
푖

푀
푅푇푡

푖  

Putting the value of 푃  from Eq. (13) we get, 
푃 + 푃

2
푉 = 푧

푚
푀

푅푇  (14)

푇  is the average temperature of the fluid/gas in 
the tubing  
Pressure in the tubing downstream the gas 
injection valve (푃 ) can be found by adding the 
hydrostatic pressure to well head pressure in 
tubing as, 

푃 = 푃 + 휌 푔퐿 _  (15)

휌 	is the average density of the mixture of the oil 
and gas in the tubing above the gas injection 
point and is given by, 

휌 =
푚 +푚
퐴 퐿 _

 

Solving Equations (14) and (15) we get, 

푃 =
푧푚 푅푇
푀푉

−
휌 푔퐿 _

2
 (16)

푃 = − _ + 휌 푔퐿 _   (17)

The bottom hole pressure or well flow pressure 
푃  is obtained by adding hydrostatic pressure 
drop to 푃  as, 

푃 = 푃 + 휌 푔퐿 _  (18)

퐿 _  is the vertical length of the tubing below the 
gas injection point up to reservoir opening. The 
mass flow rate of crude oil flowing from the 
reservoir into the tubing (푤 ) is calculated using 
the PI (Productivity Index) model of the well 
(Brown and Beggs, 1977, American Petroleum 
Institute, 1994). 

푤 = 푃퐼 푚푎푥 푃 − 푃 , 0  (19)

푃  is the reservoir pressure which is assumed to 
be constant at 150 bar. The valve constant of the 
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production choke valve is assumed to be at least 
10 times more than that of the gas lift choke 
valve. The mass flow rate of the mixture of gas 
and oil through the production choke valve (푤 ) 
is given by, 

푤 = 10푁 퐶 푢 푌 휌 max 푃 − 푃 , 0 	  (20)

푢 	is the valve opening of production choke valve 
which is kept at full 100% open. 퐶 푢 	satisfy 
Equation (4) replacing 푢  by 푢 . Ps is the pressure 
of the common gathering manifold assumed to be 
at 30 bars i.e. it is the pressure downstream the 
production choke valve. 푌  is gas expandability 
factor given by, 

푌 = 1−훼
,

,				훼 = 0.66  

푃  is the minimum pressure in the tubing at the 
well head. 
Mass fraction is utilized to estimate the flow rates 
of oil (푤 ) and gas (푤 ) through the production 
choke valve individually as, 

푤 =
푚

푚 +푚
푤 				 (21)

푤 =
푚

푚 +푚
푤  (22)

Finally, mass balances of oil and gas inside 
the tubing above the gas injection point are: 

푚̇ = 푤 −푤 		 (23)

푚̇ = 푤 −푤  (24)

3. Open Loop Simulation Results 
For the open loop simulation without 

controllers for the five oil wells of the field, the 
total lift gas mass flow rate is considered to be 
the input disturbance to the system. The dynamic 
behavior of the cluster of oil wells are studied 
and analyzed under varying conditions of input 
disturbance. MATLAB has been used as the tool 
for all simulation results. In the open loop 
simulation, the differential equations of the 
model of the oil field are solved using the built-in 
ODE solvers (ode15s with default settings) in 
MATLAB. The productivity index PI and gas 
injection valve constant K are calculated using 
the values of the average oil produced from each 
well which are obtained from analyzing a year’s 
data of the real oil field and are listed in Table 1. 

Table 1: Annual average oil production of real oil field 

Well No. Well  
1 

Well 
2 

Well 
3 

Well 
4 

Well 
5 

unit 

Avg. Oil 
production 

77.77 68.84 68.4 88.47 29.16 Kg/sec 

 

The well parameters used for simulation are 
listed in Table 2. 

Table 2: Well Parameters used for simulation 

Parameters Well1 Well2 Well3 Well4 Well5 Unit 

Lp_tl 13000 meter 

La_tl/Lt_tl 2758 2559 2677 2382 2454 meter 

La_vl/Lt_vl 2271 2344 1863 1793 1789 meter 

IDa 9.63 9.63 9.63 9.63 9.63 Inch 

IDt 6.18 6.18 6.18 6.18 6.18 Inch 

ODt 7.64 7.64 7.64 7.64 7.64 Inch 

Lr_vl 114 67 61 97 146 meter 

Pr 150 bar 

Ps 30 bar 

wgc 40000 (at normal operation) Sm3/hr 

PI (1.0e+4) 
2.51 1.63 1.62 4.75 0.232 

푘푔/ℎ푟
푏푎푟

 

K 
68.43 67.82 67.82 69.26 66.22 

ℎ푟
 

ID = Internal Diameter, OD = Outer Diameter 
 
 

3.1 Simulation at normal supply of lift gas 
 

For the normal operation, 40000 Sm3/hr of 
lift gas is supplied by the compressor. At t = 15 
hours, wgc is reduced to 36000 Sm3/hr and at t = 
35 hours, it is increased back to 40000 Sm3/hr. 

Decrease in the supply of lift gas causes the 
pressure of the gas distribution manifold to 
decrease from 200 bar to around 183.5 bar as 
shown in Figure 5(a).  

 
Figure 5(a): Pressure of gas in the distribution pipeline 

at normal supply of lift gas 
 

However, one of our objectives is to maintain the 
pressure of the distribution pipeline constant 
irrespective of the fluctuations in the gas supply 
from the compressor. The total gas is distributed 
among the five oil wells as shown in Figure 5(b).  
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Figure 5(b): Distribution of lift gas among oil wells at 

normal supply of lift gas 
 

The bottom hole pressure of the wells and the 
density of mixture of oil and gas in the tubing 
tend to increase (Figure 5(c) and Figure 5(d) 
respectively) with the decrease in the gas supply 
and vice versa. 

 
Figure 5(c): Bottom hole pressure at normal supply of lift gas 

 
Figure 5(d): Density of liquid in tubing at normal supply of 

lift gas 
 

3.1.1 Model Validation 
 
The graph of the total oil production from 

each oil well obtained by the open loop 
simulation of the mathematical model of the oil 
field can be compared with the actual oil 
production values obtained from real oil field. As 
can be seen from Figure 5(e), at nominal 
operating condition (35 < t < 15 hrs), well 4 
produces the highest (about 90 kg/sec), well 5 

produces the least (about 30 kg/sec), well 1 
produces about 78 kg/sec and well 2 and well 3 
produce about 68 kg/sec. These values obtained 
from model simulation are very similar to the 
values obtained from analyzing real field data 
(look Table 1) which suggests the correctness in 
the development of the model of the oil field and 
in the calculation of the values of PI and K of the 
wells. 

 
Figure 5(e): Production of oil from reservoir at normal supply 

of lift gas 
 

3.2 Simulation at very low supply of lift gas 
 

In this case, at t = 15 hours, the gas supplied 
by the compressor is considerably reduced to a 
very low value of about 500 Sm3/hr from its 
normal operating condition. 
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6(b) 
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6(c) 

 
Figure 6: Simulation results (Figures (6a-6c)) for very low 

supply of lift gas 
 

Under very low supply of lift gas, the 
production of oil from the wells show oscillating 
behavior as seen in Figure 6(a)-6(c). As also 
explained by Jansen et al. (1999), Plucenio 
(2002), Eikrem et al. (2002 and 2004a), Dalsmo 
et al. (2002), Imsland et al. (2003) Plucenio et al. 
(2006) and Scibilia et al. (2008), this instability is 
due to the fact that as the gas starts to fill up the 
annulus, the pressure in the annulus at the point 
of injections starts to build up. But at the same 
time, in the tubing, due to the weight of the fluid, 
the pressure at the point of injection is high 
enough to keep the gas injection valve closed. 
When enough gas is accumulated in the annulus, 
the pressure difference across the gas injection 
valve will be sufficient to open the valve and then 
the lift gas flows into the tubing causing the fluid 
to rise up through the tubing. However, the flow 
of gas from annulus in the tubing causes the 
pressure of gas in the annulus to decrease slowly. 
As this happens, the pressure upstream the gas 
injection valve continues to decrease and after 
some time reaches to a value lower enough to 
close the gas injection valve. The flow of lift gas 
from annulus to tubing then stops. Accumulation 
of gas in the annulus starts again and thus the 
cycle repeats again. 

This paper however does not focus on the 
control of the well instability. We assume that the 
lift gas is available in sufficient amount for the 
wells to operate at or near/around the nominal 
operating condition. 
 

3.3 Simulation at very high gas supply 
 

In this case, at t = 15 hours, the gas supplied 
by the compressor is considerably increased to a 
very high value of about 50e+4 Sm3/hr (assuming 
that it is within compressor’s maximum rate) 
from its normal operating gas flow rate. Under 
very high supply of gas, the production of oil 
from the reservoir instead of increasing suddenly 
falls to zero as shown in Figure 7(a). This is due 

to injection of a high amount of gas into the 
tubing causing a large accumulation of the gas in 
the tubing (more than 4000 kg) above the point 
of injection (see Figure 7(d)). The back pressure 
due to this huge accumulated gas in the tubing 
causes the bottom hole pressure to increase and 
attain a value greater than the reservoir pressure 
of 150 bar as shown in Figure 7(c). The 
production of oil then stops completely. 
Previously accumulated oil in the tubing will 
flow out of the production choke valve and then 
the tubing will be void of oil containing only gas 
as shown in Figure(b). 

The well head pressure in the tubing 푃  
increases to about 140 bar. The pressure drop 
across the production choke valve is about 110 
bar through which only gas flows without any oil 
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7(d) 

 
Figure 7: Simulation results (Figures 7(a)-7(d)) for very high 

supply of lift gas 
 

4. Control System for oil wells 
If the flow rate of the lift gas supplied by the 

compressor decreases, the pressure of the gas 
distribution manifold will also decrease. To 
achieve proper distribution of the total lift gas, a 
suitable control system must be designed to 
enable flow control (sufficient valve pressure 
drop) to each of the wells. The main interest of 
designing the control system is to: 
 keep the pressure of the gas distribution 

manifold close to the set point by 
manipulating flows through gas lift choke 
valves. 

 distribute the available lift gas to maximize 
total oil production. 

We have tested four feedback control strategies 
for achieving the control system objective. They 
are: 
 Cascade Control Strategy 
 Simple Droop Control Strategy 
 Droop Control with integral action 
 Pressure control with one swing producer 

 
For simulating all the four control strategies, the 
ordinary differential equations of the model of 
the oil field are solved by using Euler forward 
method with a time step of 0.9 second. 
 
5.1 Cascade Control Strategy 

In cascade control strategy, a pressure 
transducer measures the pressure of the common 
gas distribution manifold which is then taken as 
feedback to a pressure controller. The set point to 
this pressure controller (PC) is 200 bar. There are 
five flow controllers (FC) controlling the flow 
rates of the lift gas through each of the five gas 
lift choke valves. The nominal set points to each 
of these flow controllers are 8000 Sm3/hr of lift 
gas. The output of the pressure controller gets 
added to these nominal set points of five flow 

controllers, the result of which is then given as 
the current set point to the five flow controllers. 
The schematic diagram of the control system 
with the cascade control strategy is shown in 
Figure 8. 

In real oil fields, due to long gas distribution 
pipeline (13 km for this case), the change in 
pressure due to input disturbance from 
compressor takes certain time. The PI controllers 
are tuned in a way that it takes at least 25-30 
minutes for the controllers to track the pressure 
set point and flow rate set point. Skogestad 
tuning method (Skogestad, 2003) is utilized for 
obtaining the initial values for controller 
parameters Kp and Ti which later are finely tuned 
by trial and error method and are listed in Table 
3. Second order system with two time constants 
without delay is considered for tuning process. 
Instead of linearizing and expressing the non-
linear system as linear state space model, the 
process gain and the time constant of the non-
linear process to be used with Skogestad tuning 
method are found by performing step responses 
with the non-linear model.  

Table 3: Kp and Ti values for cascade control strategy 

Well no. Well1 Well 2 Well 3 Well 4 Well 5 

FC 
Kp 1e-4 2e-4 5e-4 4e-4 7e-4 

Ti 700 sec 839 sec 650 sec 520 sec 735 sec 

PC Kp = 5000 , Ti = 800 sec 

 
 

 
Figure 8: Schematic for cascade control strategy 
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At t = 10 hour, the lift gas flow rate is 
reduced to 36000 Sm3/hr and increased back to 
40000 Sm3/hr at t = 20 hours. The pressure in the 
gas distribution manifold tracks the set point and 
remains at 200 bars as shown in Figure 9(a). The 
distribution of the total available gas into the five 
oil wells is shown in Figure 9(b). The control 
strategy utilizes the available gas supplied by the 
compressor fully, without demanding any extra 
lift gas as shown in Figure 9(d). Control signal 
generated by the flow controllers i.e. the 
percentage of valve opening for each valve is 
shown in Figure 9(c). 
 
9(a) 

 
 
9(b) 

 
 
9(c) 

 
 

9(d) 

 
Figure 9: Simulation results (Figures 9(a) - 9(d)) for cascade 

control strategy. 
 
5.2 Droop Control Strategy 

Droop control strategy is a widely and 
successfully used control structure in the 
electricity power industries to control the 
frequency of the common power grid where 
multiple generators/turbines are connected in 
parallel (Schavemaker and Sluis, 2008). Since 
the five oil wells in the gas lifted oil field share 
the common gas distribution manifold, it can 
be considered analogous to the electric grid-
generators system. In the case of grid-
generator system, frequency is controlled by 
adjusting power supplied by each generator. 
For the case of lift gas distribution, using the 
droop control strategy, the change in the gas 
distribution manifold pressure is compensated by 
changing the gas flow rates into the wells by 
making use of a well-defined one to one relation 
between lift gas flow rates and gas distribution 
manifold pressure as shown in Figure 10. The 
graph has a positive slope so that when pressure 
is decreased, the flow rates are also decreased 
and vice versa. The slope of the relationship also 
called droop determines the regulation factor for 
the gas lift flow rates. 

 
Figure 10: Pressure-flow relationship for droop control 

 
Each of the oil well depending on its productivity 
index will be assigned a certain regulation factor 
(R) which is generally expressed in percentage. 
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푅 = 1 ×
푃퐼

∑ 푃퐼
	 , 푖 = 1,2,3,4,5 (25)

A schematic showing the droop control strategy 
is shown in Figure 11.  

 
Figure 11: Schematic for droop control strategy 

 
Mathematically, the slope of the line which is the 
droop/regulation is, 

푅 =

∆

,

∆

,

	 , 푖 = 1,2,3,4,5 

∆푃  is the pressure deviation, ∆푤  is the flow rate 
deviation, 푃 ,  is nominal pressure (200 bar) 
and 푤 ,  is the nominal gas lift flow rate 
(8000 Sm3/hr). Pressure deviation (∆푃 ) is, 

∆푃 = 푃 − 푃 ,  
Then ∆푤  can be found using the droop value as, 

∆푤 = ,

,
∆푃 	,										푖 = 1,2,3,4,5  (26)

 
5.2.1 Simple droop control 

For simple droop control strategy, Equation 
(26) is added to the nominal flows for each flow 
controller to determine the current set point 
(wga,S.P) for the 5 flow controllers. 

푤 , . = 푤 , + ∆푤  (27)

The values of Kp and Ti for the five PI controllers 
used for controlling flows are calculated, first by 
using Skogestad tuning rules (Skogestad, 2003) 
and later fine tuning by trial and error method 
and are listed in Table 4. 

Table 4: Kp and Ti values for simple droop control strategy 

Well no. Well1 Well 2 Well 3 Well 4 Well 5 

FC 
Kp 8.2 7.12 9.15 6.8 9 

Ti 20 sec 25 sec 28 sec 31 sec 19 sec 
 

It must however be noted that the droop 
control does not bring the pressure in the gas 
distribution pipe strictly to the nominal operating 
value. The whole idea of the simple droop control 
is to let the pressure float around the nominal 
value by manipulating the gas flow rates through 
the gas lift choke valve bounded by the 
regulation factors. 

In Figure 12, at t = 10 hours, the gas 
supplied by compressor is reduced from 40000 
Sm3/hr to 36000 Sm3/hr because of which the gas 
distribution manifold pressure floats around 
198.8 bar (close to nominal value) despite the 
application of huge disturbance. At t = 16 hours, 
it is increased to 42000 Sm3/hr and the pressure 
floats around 200.2 bar (close to nominal value). 

Oil well number 5 has the lowest 
productivity index value i.e. the lowest droop 
(see Eq. 25). Since the nominal flow rates for all 
the oil wells are considered to be same, due to its 
lowest droop, oil well 5 will contribute the most 
in the regulation of the pressure (see Eq. 26) as 
can also be seen from Figure 12(b). 
12(a) 

 
12(b) 

 
Figure 12: Simulation results (Figures 12(a)-12(b)) for simple 

droop control strategy. 
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5.2.2 Droop control with integral action 
Integral action in droop control ensures that 

the pressure set point is exactly tracked. To 
obtain the integral action in the droop control 
strategy, Equation (26) is added to the current gas 
flow rate (푤 ) through the gas lift choke valve 
and updated at each sampling time of the 
simulation to obtain dynamic set points to the 
flow controller. 

푤 , . = 푤 + ∆푤  (28)

The values of Kp and Ti for the five PI controllers 
used for controlling flows are calculated, first by 
using Skogestad tuning method (Skogestad, 
2003) and later fine tuning by trial and error 
method and are listed in Table 5. 

Table 5: Kp and Ti values for droop with integral action  

Well no. Well1 Well 2 Well 3 Well 4 Well 5 

FC 
Kp 1.8 1.6 1.5 2 0.2 

Ti 150 sec 115 sec 128 sec 109 sec 80 sec 
 

 
13(a) 

 
 

13(b) 

 
Figure 13: Simulation results (Figures 13(a)-13(b)) for droop 

control with integral action. 
 

In Figure 13, at t = 10 hours, the gas 
supplied by compressor is reduced from 40000 
Sm3/hr to 36000 Sm3/hr and at t = 16 hours, it is 

increased back to 40000 Sm3/hr. However, 
instead of floating around the nominal pressure 
value like in the simple droop case, the controller 
due to the integral action keeps the pressure 
exactly at 200 bar. 
Figure 13(b) shows the distribution of the gas 
flow rates through individual valve for 
controlling the pressure. 
 
5.3 Pressure control with one swing producer 

In pressure control with one swing producer, 
the gas lift choke valve of one oil well which 
produces the least is dedicated for controlling the 
pressure in the gas distribution pipeline. 

 
Figure 14: Schematic for pressure control with one 

swing producer 
All other oil wells will have fixed set points 

for their respective flow controllers except the 
dedicated oil well whose gas injection flow rate 
can vary to bring the pressure to its set point. A 
schematic diagram of the pressure regulating 
valve control strategy is shown in Figure 14. 

The values of Kp and Ti for the five PI 
controllers used for controlling flows and 
pressure are calculated, first by using Skogestad 
tuning method (Skogestad, 2003) and later fine 
tuning by trial and error method and are listed in 
Table 6. 
Table 6: Kp and Ti for pressure regulating valve strategy 

Well no. Well1 Well 2 Well 3 Well 4 Well 5 

FC/
PC 

Kp 3 2 3.5 4 10.8 

Ti 95 sec 105 sec 110 sec 90 sec 1000 sec 
 
In Figure 15, at t = 10 hours, the gas 

supplied by compressor is reduced from 40000 
Sm3/hr to 36000 Sm3/hr and at t = 16 hours, it is 
increased back to 40000 Sm3/hr. The pressure in 
the gas distribution manifold and the flow rates 
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through valve 1 to valve 4 are tracking their 
respective fixed set points. The gas flow rate of 
the fifth oil well which has the pressure 
controlling gas lift valve is changing to keep the 
pressure constant i.e. it is taking the sole 
responsibility of keeping the pressure of the gas 
distribution manifold constant when there is 
change in the flow rate of the supplied lift gas. 

  
15(a) 

 
15(b) 

 
Figure 15: Simulation results (Figures 15(a)-15(b)) for 

pressure control with one swing producer. 

 

One disadvantage of this control strategy is 
that it is not suitable for all operating conditions. 
It can be shown through simulation (see Figure 
16) that this strategy will not always be able to 
track the set points. When a large input 
disturbance (gas flow rate reduced to 33000 
Sm3/hr from 40000 Sm3/hr at t = 10 hrs), is 
applied, fully 100% closing (0% opening) of the 
dedicated pressure regulating valve is not able to 
increase the pressure to follow the set point and 
the pressure continuously falls down as shown in 
Figure 16(a) and Figure 16(b). 

 
16(a) 

 
16(b) 

 
Figure 16: Disadvantage of pressure control with one swing 

producer 

Conclusion 
This paper provides a simple dynamic model 

representing an oil field with five gas lifted oil 
wells. Dynamic behavior of the oil wells is 
studied by open loop simulations. Among the 
four control strategies, the pressure control 
strategy with one swing producer cannot meet the 
control objectives when the input disturbance to 
the process is large, making it unsuitable for such 
operating conditions. Droop control strategy is 
considered to be new for the oil industries. 
Cascade control strategy as well as both droop 
control structures operates properly to meet the 
control objectives under varying input 
disturbances. In cascade control strategy, there is 
no priority of which well should take more 
responsibility in meeting the control objectives. 
However, in case of droop control strategy, the 
oil well with the lowest Productivity Index value 
will have the highest contribution for regulating 
the pressure and in case of the pressure control 
strategy with one swing producer, only the 
dedicated valve takes the full responsibility to 
meet control objectives. 

If the floating of the pressure of the gas 

6 8 10 12 14 16 18 20 22 24 26

198.5

199

199.5

200

200.5

201

201.5

time[hr]

P
re

ss
ur

e 
of

 g
as

 d
is

tri
bu

tio
n 

m
an

ifo
ld

 [b
ar

]

Pressure of gas distribution manifold

8 10 12 14 16 18 20

0.8

1

1.2

1.4

1.6

1.8

2

time[hr]

ga
s 

flo
w

 ra
te

 in
to

 a
nn

ul
us

 w
ga 

[k
g/

se
c]

gas flow rate into annulus

 

 

well 1
well 2
well 3
well 4
well 5

5 10 15 20 25 30 35 40
184

186

188

190

192

194

196

198

200

time[hr]

P
re

ss
ur

e 
of

 g
as

 d
is

tri
bu

tio
n 

m
an

ifo
ld

 [b
ar

]

Pressure of gas distribution manifold

5 10 15 20 25 30 35 40 45 50

0

10

20

30

40

50

60

70

80

90

100

time[hr]

ga
s 

lif
t c

ho
ke

 v
al

ve
 o

pe
ni

ng
s

gas lift choke valve openings

 

 
well 1
well 2
well 3
well 4
well 5

SIMS 2011

www.scansims.org Proceedings of the 52nd SIMS
September 29th-30th, 2011, Västerås, Sweden

58



distribution manifold by a small value about its 
set point is acceptable, then simple droop control 
strategy can be used. By introducing integral 
action in the simple droop control, the controller 
can exactly track the pressure set point without 
floating around the set point. 

Cascade control strategy has been 
successfully implemented in different industrial 
processes since many years. Details about the 
cascade control structure are readily available in 
literature, which can be useful for further 
modifications and troubleshooting. So, the use of 
cascade control structure is recommended. 

The control structures are tested under the 
effect of measurement noise by adding white 
Gaussian noise to the pressure measurement. All 
the four control strategies are stable to the 
measurement noise. 
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Bubbly flows are encountered in a large number of industrial applications including chemical, 
biological, metallurgical, nuclear and environmental processes among others. Bubble plumes 
have important properties, as cleaners in continuous casting when they transport the undesired 
non metallic particles to the surface of the melt, as mixers because of their buoyancy induced 
recirculation in fermentors for example or as turbulence producers due to their oscillating 
interfaces and zigzagging and unstable motion which creates its own turbulence and agitation 
needed by many processes, etc. 
 
Small bubbles of micrometric size in liquids have been thoroughly studied. Well established 
mathematical models for isolated bubbles or for cases where the void fraction is very small 
exist and are used to simulate these flows when encountered. Larger bubbles are not spherical. 
Depending on their size they become ellipsoidal, oblate, spherical caps ... and can even have 
very fast changing shapes depending on the flow where they are immersed. For these 
categories the mathematical models are less accurate and do not cover all flow configurations. 
In this study we consider bubbles in the range [1-10mm] and a maximum local gas volume 
fraction of 10%. Computational fluid dynamics (CFD) is used to study the effect of bubble 
size, gas flow rate and internal liquid recirculation induced by immersed pumps. The turbulent 
fluid flow and continuity equations are numerically solved using a commercial package based 
on finite volumes approach. 
 
Our simulations have addressed a lab facility used in [1] where a cylindrical vessel of 1m 
diameter and 1.5 m height was filled with water until 0.85m height. The air injector was 
moveable and positioned at the bottom and the gas flowrate was adjustable.  
 
Some of the published cases are simulated and compared with the measured data. It was 
found that when the internal liquid recirculation is sufficiently intense compared to the flow 
induced by the bubbles the simulation results are in agreement with the measured quantities in 
[1]. However, for the cases where the bubbles are the governing force we show that there is 
no agreement between the predictions and the experimental results.  
This contribution is to underline that for these flow regimes encountered in several processes, 
not considering properly the pseudo-turbulence (the turbulence induced by the bubbles) is a 
major limitation for flow predictions. A simple implementation of the basic model of this 
turbulence phenomena as described in [2] can improve significantly the simulated results. 
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Combined Gas and Electromagnetic Stirring in a Ladle Furnace", 4th International 
Conference on Modelling and Simulation of Metallurgical Processes in Steelmaking 
(STEELSIM), 27th June – 1st July 2011, Düsseldorf, Germany 
2. Sato, Y., Sekoguchi, K., "Liquid Velocity Distribution In Two-Phase Bubbly Flow", Int. J. 
Multiphase Flow, vol.2, pp. 79-95, 1975. 

SIMS 2011

www.scansims.org Proceedings of the 52nd SIMS
September 29th-30th, 2011, Västerås, Sweden

60



 

 

 

Simulation of a Bubble Plume in a Water  

Vessel With and Without Internal Liquid Recirculation 

Rebei Bel Fdhila
1,2

 
1
Mälardalen University, Energy division, School of Sustainable Development of Society and Technology, 

Västerås, Sweden
 

2
ABB AB, Corporate Research, SE - 721 78, Västerås, Sweden 

email: rebei.bel_fdhila@se.abb.com 

ABSTRACT 

Abstract 

Understanding and modelling bubbly flows has been and continues to be a major challenge to be 

able to predict several industrial processes where this flow configuration is governing. 

In this study we consider bubbles in the range [1-10mm] and a maximum local gas volume fraction 

of 10%. Computational fluid dynamics (CFD) is used to study the effect of gas flow rate, bubble 

size and internal liquid recirculation induced by immersed pumps. The turbulent fluid flow and 

continuity equations are numerically solved using a commercial package based on finite volumes 

approach. 

Our simulations have addressed a lab facility used in [1] where a cylindrical vessel of 1m diameter 

and 1.5 m height was filled with water until 0.85m height. The air injector was moveable and 

positioned at the bottom and the gas flowrate was adjustable.  

Some of the published cases are simulated and compared with the measured data. It was found that 

when the internal liquid recirculation is sufficiently intense compared to the flow induced by the 

bubbles the simulation results are in sufficient agreement with the measured quantities in [1]. 

However, for the cases where the bubbles are the governing force we show that there is no 

agreement between the predictions and the experimental results.  

This contribution is to underline that for these flow regimes encountered in several processes, not 

considering properly the pseudo-turbulence (the turbulence induced by the bubbles) and the bubble 

size distribution are a major limitation for flow predictions. A simple implementation of the basic 

model of this turbulence phenomena as described in [2] can improve significantly the simulated 

results. 

 

Introduction 

Bubbly flows are encountered in a large number of industrial applications including chemical, 

biological, metallurgical, nuclear and environmental processes among others. Bubble plumes have 

important properties, as cleaners in continuous casting when they transport the undesired non 

metallic particles to the surface of the melt, as mixers because of their buoyancy induced 

recirculation in fomenters for example or as turbulence producers due to their oscillating interfaces 

and zigzagging and unstable motion which creates its own turbulence and agitation needed by many 

processes, etc. 

small bubbles of micrometric size in liquids have been thoroughly studied. Well established 

mathematical models for isolated bubbles or for cases where the void fraction is very small exist 

and are used to simulate these flows when encountered. Larger bubbles are not spherical. 

Depending on their size they become ellipsoidal, oblate, spherical caps ... and can even have very 
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fast changing shapes depending on the flow where they are immersed. For these categories the 

mathematical models are less accurate and do not cover all flow configurations. 

Generally, the real process occurs in very large and opaque vessels or in a hostile environment 

where observations and detailed measurements are often not possible. We are driven to use 

laboratory models where the size can be significantly smaller and the fluids chosen more friendly as 

water and air in the present case. 

In this investigation we use computational fluid dynamics (CFD) to study  the bubbly flow in a lab 

facility used in [1] where a cylindrical vessel of 1m diameter and 1.5 m height was filled with water 

until 0.85m height. The air injector positioned at the bottom is moveable and the gas flow rate was 

adjustable and internal water vertical flow induced by immersed pumps. 

In the present paper we limit ourselves to evaluate the predictions of the commercial code ANSYS 

Fluent without using additional modules as the one accounting for bubble break-up and coalescence 

or for the turbulence purely induced by the bubble presence. We consider millimetric bubbles, a 

given air flow rates and water flow rates from the pumps chosen among the cases measured in [1]. 

 

Simulated Lab water model facility and flow characteristics 

The model facility is presented below in Figure 1. The vessel is a cylinder of 1.5m height 

and 1m diameter. The initial water layer is 0.85m high. The air is injected at the center and 

the immersed two pumps are operating upwards at the vicinity of the wall. The air injector 

has many holes of 0.5 mm diameter and the bubbles are around 1mm diameter at their 

release. Away from the injection zone, the bubbles become significantly bigger due to the 

coalescence phenomena. Six flow configurations have been considered: central injection of 

15 and 30 l/mn air with and without activated pumps.When both gas injection and water 

pumps are on the bubble plume is attracted to the wall and consequently occupies a 

significantly larger volume of the vessel compared to when the plume is rising vertically 

without any interaction with the pumps induced water flow. The resulting flow pattern is 

shown in Figure 2. 

  

Figure 1. Experimental facility                          Figure 2. Flow pattern in the water model 
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Flow modelling

Mathematical model

The two-phase air/water mixture is modelled using the Eulerian/Eulerian approach where

both phases are treated as continua. This allows all flow quantities as velocities, turbulence

variables and volume fractions to be defined at every point and at every instant.

Coalescence and break-up are not considered as well as the pseudo-turbulence induced by

the bubbles.

The model consists of two continuity equations, one for each phase, two three dimensional

momentum equations and the Reynolds stress model to describe the turbulence.

Continuity equation for phase (q)

     0



qqqqq u

t




 
Momentum equation for phase (q) 

    qqqqqqqqqqqqqqq Fgpuuu
t


 





 

The index q stands for water or air. q , q , qu


, q , qF


 and g


 are respectively, the local 

volume fraction, density, velocity, stress tensor, interaction forces of phase (q) and the 

gravity. 

In the water model the gas bubbles are of millimetric size in the range 1-15mm equivalent 

diameter approximately. We use the universal drag law formulation [3], where the drag 

coefficient depends on the diameter. As detailed in [3], for bubbles between 1 and 5mm 

diameter the Schiller-Naumann drag model is used:  687.0Re15.01
Re

24
DC  , for bubbles 

with a diameter smaller than 10mm we use the Ishii-Zuber model: 



 g

d
C b

D
3

2
. For 

larger bubbles we use the spherical cap model: 
3

8
DC . Re is the bubble Reynolds 

number, bd is the bubble diameter,  is the phasic density difference and  is the surface 

tension. 

Computational model & boundary and flow conditions

We used a hexahedral mesh of around 500 000 cells. The air is injected with a constant

velocity and a uniform bubble size, 1 or 10mm diameter. The top of the cylinder is taken 

as pressure outlet boundary condition. The pumps are modelled using fixed value zone 

condition where we specify a velocity. The flow is transient and the "steady" solution is 

obtained after a large simulation time reached using adaptive time stepping.
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Figure 3. Liquid velocity field for 10 mm bubbles and 

2m/s pump induced velocity                 

Figure 4. Gas plume structure for 10 mm bubbles and

2m/s pump induced velocity

Results
The figures 3 and 4 show clearly that the simulated liquid vortex and gas plume structure

are similar to the flow picture in figure 2. The immersed pumps are situated at the bottom

right of the figures and provide a rising liquid flow stream which clearly attracts the gas

plume and both build a sustained stable liquid vortex. The qualitative comparison seems con-

vincing of the high accuracy of the numerical predictions, however, we will see below that 

the quantitative comparison brings a lot of differencies with the measurements to the light.

  

Figure 5. Liquid and Gas velocities for 10 mm 

bubbles, 15 l/mn gas flow rate and 2m/s pump induced 

liquid velocity 

Figure 6. Gas volume fraction for 15 l/mn gas flow 

rate and 2m/s pump induced liquid velocity

In figure 5 far from the pumps situated near the wall the simulated gas and liquid velocities 

are in good agreement with the measurements, however, when we approach the high speed 

liquid stream induced by the pumps the simulated values are clearly over estimated. In the 

other hand the calculated slip velocity shows a good agreement with the experimental data 

in the whole flow domain. 
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Figure 6 shows the differences between the simulated and the measured cases in terms of 

voi fraction. For larger bubbles there is a gas plume shift to the left and at the same time a 

reduction of the magnitude approaching interestingly the experimental profile. This is an 

encouraging result since we know that the bubbles in reality are approximately between 1 

and 15 mm diameter but in our simulation we assume a constant size due to the lack of 

exact data. 

 

 Figure 7. Effect of the gas flow rate and the pump 

velocities on the liquid velocity profile for 10 mm 

bubbles. 

 

Figure 8. Effect of the gas flow rate and the pump 

velocities on the gas volume fraction profile for 10 mm 

bubbles.

Both figures 7 and 8 underline the strong interaction between the gas plume and the liquid 

induced stream. Higher pump effect attracts the plume more towards the wall and higher 

gas flow rate gives more independance to the plume because the gravity forces become 

more important than inertial forces and tend to push the gas towards the vessel axis where 

the injection point is situated. 

           

Figure 9. Liquid and Gas velocities for 10 mm bubbles 

and 15 l/mn gas flow rate without pump effect 
Figure 10. non dimensional gas volume fraction for

10mm bubbles and 15 l/mn gas flow rate without pump

effect

Flow results without any pump induced liquid recirculation are presented in figures 9 and

10. There are substancial differences between simulated and measured data. Both

velocities and void fraction profiles are not comparable to the measurements because of

the rough assumption of the bubble size but also because of the way we model the
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turbulence of the liquid. We use the Reynolds stress model where the turbulence is mainly 

generated by the gradients in the liquid velocity. When the pumps are not operating the tur-

bulence induced by the bubbles (pseudo-turbulence) is much larger than the turbuence cre-

ated by the gradients and needs to be modelled in a different way than the Reynolds stress 

model. Both figures 9 and 10 show that in the simulation results the plume is much more 

confined proving that the turbulent dispersion is underestimated.

Conclusions

Eulerian/Eulerian approach is used to simulate a bubble plume in a cylindrical vessel

partly filled with water with and without liquid recirculation induced by internal vertical

pumping. The gas is injected at the bottom center and and the simulations have been

performed using two bubble sizes 1 and 10mm, two gas flow rates 15 and 30 l/mn and

three induced liquid velocities from the pumps 0, 1 and 2m/s. The numerical predictions

show that the vertical liquid stream has a sucking effect on the gas plume and that the flow

patterns simulated and seen in the experiment are very resembling to each other. The

pumping widens the bubble plume, redistributes it better in the vessel volume and allows

the bubbles to have a longer contact time with the liquid.

A closer quantitative analysis shows that the predictions are far from perfect but still

acceptable when the pumps are operating. Without pumped liquid the gas bubbles rise

almost vertically and introduce the major amount of turbulence (pseudo-turbulence) in the

liquid. The Reynolds stress model which is based on gradient generated turbulence is not

sufficient and an approach similar to Sato and Sekoguchi (1975) is needed to accound for

the bubble induced turbulence.

The bubbles size distribution has also proved to be essential in order to capture the plume

dynamics, and a model as the population balance for the dispersed phase would be

beneficial for this case study. Both turbulence and bubble coalescence and break-up will

constitute the continuation of this work.
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Early detection of faults and changes in the operation of an industrial plant brings financial 
benefits, improves safety and facilitates the observance of environmental regulations. In this 
study, statistical approaches to generation of control limits for process measurements are 
considered. Exceedings of the limits are monitored to detect an abnormal state in the process. 
Methods which are capable of updating the limits in real time according to the current 
operating mode give a practical solution to continuous monitoring. In a case study, statistical 
methods are used in desulphurization plant monitoring.  Two reactors of the plant are 
monitored using control limits generated by different methods. The results show that a fault 
connected to operation of the other reactor can be detected by combining the control limit 
exceedings of the measurements in both reactors. Graphical presentation of the combined 
control limit exceedings offers promising assistance for operator’s decision making. 
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Abstract: Early detection of faults and changes in the operation of an industrial plant brings financial 
benefits and facilitates the observance of environmental regulations. In this study, statistical approaches 
to generation of control limits for process measurements are discussed. Points falling outside of the limits 
are monitored to detect an abnormal state in the process. A method which is capable of updating the 
limits recursively gives a practical solution to continuous real time monitoring. In a case study, statistical 
methods are used in desulphurization plant monitoring. Two parallel reactors of the plant are monitored 
using control limits generated by different methods. The results show that an abnormality on the other 
reactor can be detected by generating an alarm balance for both of the reactors and combining the 
balances. Graphical presentation for the divergence of the reactors offers promising assistance for process 
monitoring. 

 Keywords: process monitoring, fault detection, statistical process control, desulphurization plant 

 

1. INTRODUCTION 

In process industry, plotting graphs and presenting the data 
visually is a common method for interpretation of process 
performance. Converting measurement data into a graphical 
presentation is an essential step towards quick understanding 
of processes. Process operators are the ones who observe and 
make decisions in the control of a process. Therefore, it is 
practical to represent the process data in a way that is easy 
and fast to interpret. Providing information of a process unit 
or a variable, in which a change is occurring and the time 
when the process change occurs, is often the most useful 
information for diagnosis of the change. Inspection of several 
control charts simultaneously or crowded charts may bring 
confusion to diagnosis. Therefore, combining information 
from several sources, whether they are whole process units or 
process variables, brings assistance to process monitoring. 

According to Qin and Li (1999) typical process changes can 
be classified into three categories: (i) unmeasured, normal 
process disturbances; (ii) slow process degradation which 
may or may not lead to a process fault; and (iii) abnormal 
process changes which prohibit the process to function 
normally. Chemical plants are typically subjected to small 
disturbances in the compositions or flow rates of the feed 
streams. Such disturbances can be largely balanced by the 
process controllers. Disturbances that cannot be compensated 
for may be large fluctuations in process inputs, or may be 
sensor, controller or equipment failures (De Veaux et al. 
1994). The actual magnitudes and types of process shifts are 
difficult to predict. Therefore, the detection methods should 

have an excellent overall performance in a broad shift 
domain, which means being effective in detecting both small 
and large process shifts. In online detection, it is desirable to 
detect the change in real time as soon as it occurs. Detection 
of a change is based on the design of stopping rules or proper 
choices of statistic and threshold. A good detector is sensitive 
to change, but does not induce many false alarms. A good 
design is usually defined as one which will minimize the 
failure and delay at a fixed false alarm rate 
(Venkatasubramanian et al. 2003). 

Use of statistical process control (SPC) techniques such as 
Shewhart, cumulative sum (CUSUM) and exponentially 
weighted moving average (EWMA) control charts have been 
widely studied in process monitoring, see Hossain et al. 
(1996), Corbett and Pan (2002), Reynolds and Stoumbos 
(2004). The Shewhart chart is designed to identify single 
extreme values. CUSUM and EWMA charts are used to 
identify shifts in the mean level. Performances of EWMA-
charts and CUSUM-charts are often quite close (Reynolds 
and Stoumbos, 2004). The use of control charts alone does 
not enable identification of trouble causes in a process. An 
issue concerning control charts is the assumption of 
independent and identically distributed observations. In 
reality, process data is seldom normally distributed. 
However, it is impractical to design control charts especially 
for many kinds of distributions. The justification for the use 
of control limits based on the normal distribution comes from 
the central limit theorem (Oakland and Hollowell, 1990, p. 
102). 
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An industrial plant may have thousands of measurement 
positions. Because of the large number of variables involved, 
it is not practical to monitor each variable separately. 
Processes have often some level of redundancy and 
significant correlation may exist either among a set of 
variables or between the predictor and response variables. 
This redundancy can be exploited to reduce the 
dimensionality of the monitoring problem. The problem can 
be simplified with dimension reduction techniques such as 
principal component analysis or partial least squares (De 
Veaux et al. 1994). This facilitates detection of an out of 
control process but at the same time it complicates the root 
cause analysis. With these techniques it is often unclear on 
which original variables the new point is out of control. 

Monitoring of an alarm balance is another way to exploit the 
redundancy of variables. In that case, process variables are 
monitored individually by some statistical method. The 
amount of points of each variable falling outside limits is 
summed up to a collective alarm balance consisting of several 
variables. The concept of alarm balance is presented in the 
study of Talonen and Sirola (2009). Alarm balance enables 
monitoring a process in parts or subsections. In addition, 
changes in the process can be presented in a user-friendly 
way. However, in case of several variables on the alarm 
balance, the variables causing the change have to be 
identified with other means.  Knowledge and experience of 
the process is needed for the diagnosis of root causes. 

This study focuses on different statistical methods to 
generation of control limits. Seven methods are compared 
and their suitability to monitoring with alarm balance is 
evaluated. The methods are applied on measurements from 
two parallel reactors of the Salmisaari desulphurization plant 
in Helsinki, Finland. Redundancy of the measurements is 
exploited to find differences in operation of the reactors. The 
methods are tested during an actual fault case and during a 
normal in-control state in the plant. A visual approach based 
on the alarm balances is used for assistance of process 
monitoring. 

2. METHODS 

Seven approaches to the generation of control limits are 
evaluated. Methods I and II are based on defining the limits 
based on median absolute deviation from the median (MAD). 
Method III is based on the approach presented by Talonen 
and Sirola (2009). Methods IV and V are based on 
cumulative sum charts. Methods VI and VII are based on 
distribution of the data. Specifically, it means defining the 
limits based on 25th and 75th percentiles of the data. The 
points outside the generated control limits are monitored by 
an alarm balance. 

2.1 Sliding Window Approach 

In all the methods, except IV and VI, a sliding window 
approach is used. N consecutive data points are used in 
computation. The current data point is the last data point of a 
sliding window. An exception is method I, in which the 

current point is the midpoint of the window. As a new data 
point comes, the sliding window slides one point forward and 
the oldest point from the previous window is dropped. With a 
sliding window, only current data is utilized and the older 
historical data does not have an influence on generation of 
control limits at the current time step. 

2.2 Methods I and II 

The median x~ of a data sequence is obtained by first 
rank-ordering it from smallest to largest, i.e. 

 and then taking either the 
middle value (if N is odd) or the average of the middle two 
values (if N is even). The MAD scale estimate, is defined as  

}{ kx

)()1()2()1( NN xxxx ≤≤≤ −... ≤

{ }xxmedianS k
~4826.1 −= ,          (1) 

where the factor 1.4826 was chosen so that the expected 
value of S is equal to the standard deviationσ for normally 
distributed data (Huber 1981, p. 107). 

A point is outside a control limit if Stxxt ⋅>− ~ , where xt is 
the current data point and t is is a user-defined threshold. This 
approach is called Hampel identifier and it is normally used 
in outlier detection. The approach is called Hampel filter, 
when it is applied to a sliding data window. More discussion 
can be found in the papers of Pearson (2002) and Liu et al. 
(2004). The method assumes independent and identically 
distributed data.  

Method I introduces delay to real time monitoring, because xt 
is the midpoint of sliding window. However, this approach 
was chosen, because it is normal practice in outlier detection 
(Pearson 2002). In method II, xt is the last point of the 
window, and thus monitoring is real time. 

2.3 Method III 

Method III is based on the approach presented by Talonen 
and Sirola (2009). Six-sigma-rule used in quality control is 
adapted to the generated control limits. The control limit 
(CL) is generated every time step for each process variable. 
Correlations among other process signals are taken into 
account by recursive formula of alarms in a certain area. The 
phases used to define the control limit are presented in (2), 
(3), (4), and (5).  
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Variable tμ is moving average at a time point t; is the kth 
data point of the sliding window; 

kx

tσ is moving standard 
deviation ; DBx~  is median of moving standard deviations; 

, and are user-defined coefficients;  and 
 are maximum and minimum values of the signal 

stored in a data base.  is all alarms in a certain process 
area and is alarms of the variable i in a certain time period. 
An alarm means that a point is outside control limit. For any 
signal, the parameter . According to Talonen and Sirola 
(2009), good initial values for d and are between one and 
three based on three-sigma rule. By practical experience good 
initial values for are between 0.001 and 0.004. Upper 
and lower (UCL and LCL) control limits for a variable are 
defined as 

d
min

DBd
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MMd

iA

DBmax

allA

1≥tc
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MMd

ttt CLUCL += μ ,            (6) 

ttt CLLCL −= μ .            (7) 

2.4 Methods IV and V 

Methods IV and V are based on cumulative sum charts, 
which are used to evaluate the deviation of measurement 
values from the mean. Since processes are inherently stable, 
cumulating process data can give information about longer-
term trends (Oakland and Followell, 1990, p. 282). 
Cumulative sums to positive  and negative  directions 
are presented in (8) and (9) 
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where the target value 0μ is zero and standard deviation σ is 
one due to the fact that variables have been normalised to 
zero mean and unit variance. Coefficient d is used to define 
how large shifts are desired to be detected. The cumulative 
sum is set to zero if the control limit H is exceeded. The 
control limit H is user-defined and constant. It is not updated 
based on data. 

Method IV uses all the historical data for the normalisation of 
data and computation of cumulative sum, whereas method V 
uses data from a small time period. In method V, xt is 
normalised at every time step based on the current sliding 
window. Variables H, d, 0μ , and σ  stay constant. 
Cumulative sum charts rely upon the assumption of 
independent and identically distributed observations.  

2.5 Methods VI and VII 

Methods VI and VII find the 25th percentile q1 and the 75th 
percentile q3 from the data. A range is defined based on q1 

and q3 and the range is weighted with a user-defined 
parameter w. The upper and lower (UL and LL) control limits 
are defined in (10) and (11). If w is zero, xt > q3 or xt < q1 
cause an alarm. In method VI, all the data is used to define 
the limits. Method VII uses sliding window to define the 
limits for data.  

)( 133 qqwqUL −+=          (10) 

)( 131 qqwqLL −−=             (11) 

2.6 Alarm Balance 

For each process variable an alarm balance A is created. 
Alarm balance is a recursive sum of points outside control 
limits. Coefficient λ is a forgetting factor, 10 ≤<λ . In this 
study, 1=λ . #UCLt and #LCLt are the amount of points 
outside limits (0 or 1) on the current time point t. 

)#(#1 tttt LCLUCLAA −+⋅= −λ         (12) 
 
In this study, parallel reactors are monitored. Therefore, 
separate alarm balances for them are created. Only output 
temperatures are monitored, but the alarm balances could 
have several variables combined from a certain process area 
as was presented in Talonen and Sirola (2009). In this study, 
the divergence of the reactors is monitored by comparing the 
reactors with (13). If the divergence grows, it is a 
sign of deviating operation between the two parallel reactors. 

divergence
tA

  
21 reactor

t
reactor
t

divergence
t AAA −=         (13) 

 
3. CASE STUDY 

3.1 Desulphurization Process 

The Salmisaari Power Plants consist of two units. Boiler K1 
is a combined heat and power (CHP) plant. Boiler K7 
generates only heat. The ratio of electricity generation to heat 
generation is normally fixed. Since the consumption of 
energy at different times of a year and a day does not always 
correspond to this ratio, it is possible to adjust the power 
plants to generate electricity and heat according to the need 
of each moment. The power plants reach an efficiency of 
nearly 90% in combined heat and power generation. 

The Salmisaari desulphurization plant removes approx. 80% 
of sulphur dioxide from combustion gases of the power 
plants. The plant uses half-dry method, in which the chemical 
reactions occur in solid, liquid and gaseous phases. The plant 
has two parallel reactors. Combustion gases are cleaned from 
solid particles in electrostatic precipitator before arriving to 
the desulphurization plant (reactors). Alkaline slurry, which 
includes calcium hydroxide and reaction product, is sprayed 
to the gases in the reactors. Particles of slurry and sulphur 
dioxide molecules react partly in the reactor and the products 
fall to the bottom of the reactor. The reaction continues in 
dust filters, in which dust is collected from gas by means of 
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fabric filter. The cleaned gas flows through a blower to the 
chimney stack and out. The reaction product at the bottom of 
the reactor is collected and used in making of slurry. 
Performance of the desulphurization plant is critical to the 
power plants. The emission standards of sulphur dioxide have 
to be precisely followed. Therefore, increase in sulphur 
dioxide emissions or an interruption in the use of the 
desulphurization plant may consequently cause unwanted 
reduction in energy generation. Even lawsuits are possible. 

During the period under review, an abnormal state emerged 
in the process due to a mechanical defect in the slurry pump 
of reactor 2. The slurry pump output pulsated abnormally. 
Eventually, this disturbance caused an interruption to the use 
of desulphurization plant. The process is operated basically 
so that the output temperatures from the reactors are kept 
invariable by pumping of right amount of slurry to the reactor 
nozzles. Slurry delivery problems have an effect on reactor 
performance, and therefore such problems may be seen 
through real time measurements in a reactor. In this study, 
output temperature data of the reactors are utilized.  

3.2 Desulphurization Plant Data 

Traditionally, data from in-control state of a process is used 
to obtain process mean X  and control limits for monitoring 
purposes. Future readings are assessed against the knowledge 
from the in-control process. Output temperatures from 
reactors were checked with traditional range and mean charts 
to find if they are in statistical control. The principles for the 
charts can be found in Oakland and Followell (1990), for 
instance. In-control time periods were not found. Therefore, 
two time periods, in which data points lie within the range 

σ3±X , were chosen to tune the methods and test the 
methods in a faultless state. X and σ  were computed for 
these periods separately. In addition, sulphur dioxide 
emissions from desulphurization plant were on an accepted 
level and faults were not reported on these periods. These 
matters were chosen to represent an in-control process. 
During the slurry pump induced fault, the range σ3±X was 
not obeyed.  

Table 1 describes the used data without any preprocessing. 
T1 and T2 represent reactor 1 and reactor 2 output 
temperatures, respectively. One minute rate of sampling was 
used.  Skewness shows that data was not evenly distributed 
on both sides of the mean aside from T1 during the fault 
period, which was close to zero. Data was not normally 
distributed. Data lengths are different between the periods 
due to the fact that same length data, where points lie within 

σ3±X , were not easily found. In principle, variations and 
level changes were wanted, because real processes are not 
stable all the time. This complicated the choice of data 
periods. Before applying the monitoring methods, data was 
normalised to zero mean and unit variance.  

 

Table 1. Description of data 

period tuning period faultless period fault period 
variable T1 T2 T1 T2 T1 T2 
X  (°C) 76.85 76.83 77.36 77.56 78.78 78.11 

σ  0.77 0.71 0.68 0.81 0.56 1.00 
skewness -0.76 -1.00 0.86 0.88 -0.01 2.97 

length (min) 17280 17280 18720 18720 12960 12960 

 

To evaluate the type of abnormality in fault period Figure 1 is 
plotted. In Figure 1, output temperatures of both reactors are 
plotted. Moving average is calculated using N=100. It can be 
seen that T2 falls over  from the mean near the 6,990th 
point, which could be interpreted as a first sign of the fault. 
Later, near the 8900th point, the moving average starts to 
fluctuate largely. The points of T2 lie outside from the 
mean 301 times (minutes) and outside from the mean 19 
times during the period. The points of T1 lie outside 

from the mean 37 times and outside from the mean 
14 times during the period. The fault makes T2 chance 
occasionally to abnormal levels and the spread of the 
readings is wide. T1 is mainly in-control with some 
fluctuations. 
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Figure 1. Fault period. 

3.3 Comparison Principles for the Methods 

Basically, the methods were compared by monitoring the 
amount of points outside control limits. In tuning, five 
settings with different percentages of points outside control 
limits were chosen. As it was mentioned earlier, the data had 
level changes in all the chosen periods. Based on that, the 
methods should find some points outside control limits also 
during an in-control process state. Using tuning period, it was 
chosen that settings from 1 to 5 would have 1%, 0.5%, 0.2%, 
0.1%, and 0% of the points outside control limits at most. It 
means not over 172, 86, 34, 17, and 0 data points outside the 
control limits were allowed. 

The percentages of points outside control limits were 
monitored in fault period and faultless period. During fault 
period, the methods find more than 1%, 0.5%, 0.2%, 0.1%, 
and 0 % of the points outside control limits with the defined 
settings on T2 to detect the abnormality. On the contrary, less 
than 1%, 0.5%, 0.2%, 0.1%, and 0 % of the points outside 
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control limits should be found on T1 and during the faultless 
period on both T1 and T2. 

Besides the percentages of points outside limits, the 
divergence defined in (13) was monitored. The maximum 
divergence of variables on faultless period and fault period 
was checked. Then the divergences of periods were compared 
and their ratio checked. Finally, the alarm balances and 
divergences were monitored visually to affirm the 
functionality in visual presentation. 

4. RESULTS AND DISCUSSION 

4.1 Tuning the Methods 

The methods were tuned using tuning period data described 
in Table 1. As it was mentioned, five settings were searched 
for. The settings are presented in Table 2. In Table 2, M 
means method, S means setting, and P means user-defined 
parameters. For the methods with sliding window N, the 
tested sizes were .  Method I was an 
exception due to the fact that the current point was the 
midpoint in a window. Tested sizes were  in that 
case. During the tuning, t ={1,2...10} were tested on method I 
and  t={1,2...25} on method II. On method III, 

={1,2,3}, ={1,2,3}, and ={0.001,0.002...0.004} 
were tested. On methods IV and V, d={1,2...10} and 
H={1,2...10} were tested. On method VI, w={0.1,0.2,...3} 
were tested. On method VII, w={0.25,0.5...16} were tested. 

min100...20,10=N

12 +⋅ N

d DBd MMd

Table 2. Settings 
M I II III IV V VI VII 
S1 10, 4 60, 5 70,1,3,0.002 3,7 20,4,1 2 90,3 
S2 70, 4 50, 7 20,1,3,0.001 4,2 60,5,1 2 50,3.75 
S3 80, 5 40, 10 40,3,1,0.001 4,5 50,5,2 2.2 30,5.25 
S4 40, 5 70, 14 80,3,3,0.004 4,10 90,4,8 2.2 30,7.25 
S5 20, 10 60, 22 10,3,1,0.001 5,5 10,3,5 2.6 50,15.75

P N,t N,t N,d, ,  DBd MMd d,H N,d,H w N,w 

 

Table 3 shows the percentage of points outside the control 
limits with the chosen settings. It can be seen that the 
percentages differ notably between the temperatures with 
some settings. As Table 1 shows, the tuning data is not 
similar for both of the temperatures. The settings are not 
optimal for a single variable, but when the two chosen 
redundant variables are monitored with similar settings these 
settings are valid. The settings were chosen so that the 
percentage of points outside the control limits for both 
variables would be as close as possible to the planned 
percentage but not over. Methods IV and VI had the largest 
difference between variables T1 and T2 with settings 1 and 2. 
Method IV had the largest difference also on setting 3. These 
methods use all the data from a period at once, and obviously 
this has an influence on the results. Differences in T1 and T2 
data prove to be significant in that case. With other methods 
the differences of TI and T2 were below 0.10 percentage 
units, except on methods I and V with setting 1. Last-
mentioned could be explained by small N on setting 1 on 
methods I and V compared to other methods with sliding 

window. On setting 4, method III had the biggest difference 
between T1 and T2 from all the methods. 

Table 3. The percentage of points outside control limits 
method variable setting 1 setting 2 setting 3 setting 4 setting 5

I 
T1 0.78 0.40 0.20 0.10 0.00 
T2 0.57 0.31 0.12 0.08 0.00 

II 
T1 0.89 0.34 0.17 0.06 0.00 
T2 0.95 0.43 0.19 0.10 0.00 

III 
T1 0.99 0.47 0.13 0.05 0.00 
T2 1.00 0.48 0.20 0.10 0.00 

IV 
T1 0.66 0.28 0.10 0.05 0.00 
T2 0.97 0.46 0.19 0.09 0.00 

V 
T1 0.98 0.47 0.18 0.10 0.00 
T2 0.75 0.41 0.17 0.09 0.00 

VI 
T1 0.00 0.00 0.00 0.00 0.00 
T2 0.34 0.34 0.02 0.02 0.00 

VII 
T1 0.98 0.42 0.17 0.10 0.00 
T2 0.94 0.49 0.20 0.08 0.00 

 

4.2 Results from Faultless Period 

The methods were tested in normal operation of the plant. 
Faultless period data described in Table 1 was used. Results 
are presented in Table 4. Table 4 shows the percentage of 
points outside control limits with the chosen settings. If the 
planned percentages 1%, 0.5%, 0.2%, 0.1%, and 0% are not 
exceeded, the chosen settings are valid for the period.  The 
results show that only method IV with setting 1 exceeded the 
planned percentage on T2. Tables 4 and 3 show that the 
percentage of points outside control limits was generally 
smaller in faultless period than in tuning period. This 
suggests a successful tuning of the methods. The difference 
of T1 and T2 percentages were the largest on method III, 
except on setting 4 the difference was largest on method I. A 
large difference refers to difference in operation of the 
reactors, which is not desirable in a faultless period. The 
difference was zero or 0.01 percentage units in several 
settings. This suggests parallel variation in the temperatures, 
although little bit divergence exists.  

Table 4. The percentage of points outside control limits 
method variable setting 1 setting 2 setting 3 setting 4 setting 5

I 
T1 0.00 0.06 0.02 0.01 0.00 
T2 0.00 0.13 0.04 0.04 0.00 

II 
T1 0.29 0.06 0.00 0.00 0.00 
T2 0.39 0.13 0.01 0.00 0.00 

III 
T1 0.38 0.07 0.03 0.01 0.00 
T2 0.73 0.33 0.10 0.02 0.00 

IV 
T1 0.67 0.01 0.00 0.00 0.00 
T2 1.00 0.16 0.04 0.01 0.00 

V 
T1 0.11 0.17 0.04 0.04 0.00 
T2 0.24 0.25 0.06 0.04 0.00 

VI 
T1 0.00 0.00 0.00 0.00 0.00 
T2 0.07 0.07 0.01 0.01 0.00 

VII 
T1 0.32 0.06 0.01 0.00 0.00 
T2 0.42 0.17 0.04 0.01 0.00 
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4.3 Results from Fault Period 

The methods were tested on data from the period, in which 
the mechanical fault occurred on the slurry pump of reactor 2. 
Table 5 shows the percentage of points outside control limits 
with different methods. If the percentage is larger than 
planned on the settings on T2, a fault can be detected. The 
planned percentage of points outside control limits should not 
be exceeded on T1, because the fault does not emerge on 
reactor 1 measurements. Method I with settings 2 and 4; 
method III with settings 3 and 4; method IV with settings 2,3, 
and 4; and method VI with settings 1,2, and 3 showed 
promising results concerning the detection of the fault.  

Table 5. The percentage of points outside control limits 
method variable setting 1 setting 2 setting 3 setting 4 setting 5

I 
T1 0.00 0.46 0.31 0.05 0.01 
T2 0.00 0.81 0.35 0.29 0.01 

II 
T1 0.34 0.06 0.01 0.01 0.00 
T2 0.69 0.19 0.06 0.01 0.00 

III 
T1 1.04 0.63 0.04 0.03 0.00 
T2 1.92 1.13 0.22 0.11 0.00 

IV 
T1 0.19 0.32 0.14 0.07 0.06 
T2 0.66 1.22 0.65 0.38 0.47 

V 
T1 0.16 0.23 0.09 0.08 0.00 
T2 0.44 0.42 0.19 0.08 0.00 

VI 
T1 0.18 0.18 0.12 0.12 0.03 
T2 4.12 4.12 3.77 3.77 3.28 

VII 
T1 0.61 0.13 0.04 0.01 0.00 
T2 0.73 0.43 0.12 0.05 0.00 

 

4.4 Comparing the Results in Faultless and Fault Periods 

The percentages of points outside control limits of the 
faultless and fault periods were monitored for the upper limit 
and the lower limit separately. Tables 6 and 7 show how 
many percentage units the amount of points outside limits 
differs when fault period is compared to faultless period. If 
the value is positive, the percentage of points outside the limit 
is larger in fault period than in faultless period, and vice versa 
if the value is negative. In Table 6, value of T2 should be as 
large as possible and value of T1 should be close to zero. 
Also the ratio of T2 to T1 is significant. It should be as large 
as possible. Therefore, method I with setting 4; method II 
with setting 3; method III with setting 3; method IV with 
setting 3; method V with setting 3; method VI with setting 5; 
and method VII with setting 2 are the most valid.  

 

 

 

 

 

 

 

 

Table 6. The difference in upper limit 
Method Variable Setting 1 Setting 2 Setting 3 Setting 4 Setting 5
I 
  

T1 0.00 0.21 0.14 0.02 0.00
T2 0.00 0.51 0.22 0.22 0.00

II 
  

T1 0.08 -0.04 0.00 0.00 0.00
T2 0.45 0.08 0.04 0.01 0.00

III 
  

T1 0.49 0.37 0.00 0.00 0.00
T2 1.25 0.80 0.14 0.09 0.00

IV 
  

T1 -0.59 0.14 0.06 0.04 0.05
T2 -0.27 1.04 0.61 0.36 0.45

V 
  

T1 0.05 0.06 0.04 0.04 0.00
T2 0.18 0.18 0.15 0.06 0.00

VI 
  

T1 0.16 0.16 0.11 0.11 0.03
T2 3.69 3.69 3.46 3.46 3.06

VII 
  

T1 0.29 0.00 0.00 0.00 0.00
T2 0.45 0.31 0.08 0.03 0.00

 

Type of the fault was such that more points were outside 
upper limit than outside lower limit. Therefore, Table 7 has 
smaller differences in T2 than in Table 6. Table 7 is open to 
more interpretations than Table 6. Interpretation of the results 
by evaluating the largest number ≥0 in T2 is one approach. 
Method I with setting 2; method II with setting 3; method III 
with settings 4 and 5; method IV with settings 2 and 5; 
method V with setting 1; method VI with settings 1 and 2; 
and method VII with setting 4 had the largest number ≥0 in 
T2.  

Table 7. The difference in lower limit 
Method Variable Setting 1 Setting 2 Setting 3 Setting 4 Setting 5
I 
  

T1 0.00 0.19 0.15 0.03 0.01
T2 0.00 0.17 0.08 0.03 0.01

II 
  

T1 -0.03 0.03 0.01 0.01 0.00
T2 -0.14 -0.02 0.01 0.00 0.00

III 
  

T1 0.18 0.18 0.01 0.03 0.00
T2 -0.06 -0.01 -0.02 0.00 0.00

IV 
  

T1 0.10 0.17 0.08 0.03 0.01
T2 -0.07 0.02 0.00 0.01 0.02

V 
  

T1 0.00 0.00 0.01 0.00 0.00
T2 0.01 -0.01 -0.02 -0.02 0.00

VI 
  

T1 0.02 0.02 0.01 0.01 0.00
T2 0.37 0.37 0.30 0.30 0.22

VII 
  

T1 0.00 0.07 0.03 0.01 0.00
T2 -0.14 -0.05 0.00 0.01 0.00

 

4.5 Divergence of the Reactors 

Divergence of the reactors was monitored and 
maximum divergence of faultless and fault periods were 
monitored as well. Table 8 shows the ratio of maximum 
divergences between faultless and fault periods with different 
settings on the methods. The larger the ratio is, the larger the 
difference of reactors is in fault period compared to faultless 
period. If maximum divergence was zero in faultless period, 
it caused division with zero. Therefore, method I with setting 
5 has the entry ‘1/0’ and no ratio as an example. 

divergence
tA
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Table 8. Ratio of maximum divergence 
method setting 1 setting 2 setting 3 setting 4 setting 5 

I 0/0 2.60 2.73 4.25 1/0 
II 3.09 2.36 4.00 2/0 0/0 
III 7.33 6.07 2.42 8.00 0/0 
IV 1.88 7.83 26.67 44.00 49/0 
V 1.79 1.52 9.50 2.33 0/0 
VI 34.92 34.92 397.00 397.00 365/0 
VII 1.55 6.11 2.86 6.00 0/0 

 

The results in Table 8 give advice for the choice of settings to 
visual monitoring. The larger the ratio is, the larger the fault 
period abnormality is in visual monitoring. The best approach 
is method VI; the second best approach is method IV; the 
third best approach is method V. With method II, the best 
ratio is 4.00, which is lower than other methods at their best 
have. Therefore, it shows the difference between normality 
and abnormality worst in visual monitoring.  

Fig. 2 shows the divergences of method I with setting 4 and 
method VI with setting 3 during fault period and faultless 
period. Figure shows that the divergence of method I has 
occasionally grown during faultless period, whereas 
divergence of method VI had only one change during 
faultless period. Fig. 2 illustrates that method VI is more 
unambiguous than method I in visualising an abnormal 
process state. The magnitude of divergence is also distinct 
with the methods. The fault period plots show that both 
methods start detecting divergence at the same time near the 
6,990th point and the divergence is progressively growing. 
Some decreases in divergence can be seen as well. 
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Fig. 2. Divergences during fault and faultless periods. 

4.6 Discussion 

The results in Table 5 suggest that methods I, III, IV, and VI 
could be able to find an abnormality with certain settings. 
Table 6 suggests that method I has the best performance on 
setting 4. With setting 4, method I has the best ratio (=11) of 
T2 and T1 differences. Methods III, IV and VI have the best 
performance on setting 3. With setting 3, methods IV and VI 
have the best ratio of T2 and T1 differences (=10.17 and 
=31.45, respectively); method III has no difference in T1 and 
the most distinct difference in T2. In Table 6, method VI had 
even better ratio on setting 5 (=102) than on setting 3, but 
Table 5 suggests that setting 5 is not valid. Due to the 

interpretation diversity, the results in Table 7 were found 
secondary to the selection of the most valid method.  

Table 8 suggests that methods I, III, and IV function best on 
setting 4 with the largest ratios. Method VI functions best 
with setting 3, and not with setting 4 due to too many points 
outside limits on T1 during the fault period. It should be 
noticed that Table 6 suggests setting 3 for methods III and 
IV, whereas Table 8 suggests setting 4. Based on Table 6, 
methods III and IV with settings 3 and 4 are both functioning 
well, whereas Table 8 suggests that setting 4 is notably better 
than setting 3 especially on method III. As a conclusion, the 
best approaches are methods I, III, and IV with setting 4, and 
method VI with setting 3. Therefore, tuning approaches with 
0.1% and 0.2% of points outside control limits are the most 
valid from the tested settings.  

Considering the suitability of the methods to real time 
monitoring, method III is the best. It is real time and setting 4 
uses only an 80 minute sliding window. The computation of 
limits is fast, when only a short period of data is needed. 
Method I causes delay due to the fact that the monitored point 
is the midpoint in a sliding window. Setting 4, which is the 
best, causes 40 minute delay. Methods IV and VI use all the 
data from the monitored periods at once. These approaches 
are computationally heavy, if all the data is used in 
computation every time new data arrives. Methods V and 
VII, which are derivatives of IV and VI, could be a 
compromise solution with larger window sizes than was 
tested. 

It has to be mentioned that the current settings are not 
optimal. The purpose of the study was to compare the 
methods, and not so much finding the optimal settings. For 
instance, method VI is very sensitive to tuning. Therefore, 
settings 1 and 2 or 3 and 4 have the same w, although the 
planned percentage of points outside the limits differs. 
Tuning of w should be done in smaller steps, but then again 
this kind of sensitivity brings problems. The settings are very 
case-specific, which is not the best option especially if 
several process variables are using the same settings.  

Based on the results, method III with setting 4 is the most 
valid approach. 0.11% of the points fell outside the control 
limits in T2, whereas 0.03% was the corresponding 
percentage in T1. 0.1% of the points outside limits was 
defined to indicate an out-of-control period. Therefore, the 
detection of the abnormality was not very explicit. 

Fig. 3 and 4 show the best method with the most optimal 
setting for monitoring purposes according to the results. The 
faultless period is monitored in Fig. 3. The fault period is 
monitored in Fig. 4. In Fig. 3 and 4, the upper part shows the 
divergence of the reactors, whereas the lower part shows the 
alarm balances of temperatures. Fig. 3 shows that only three 
occasional changes in divergence are detected during the 
faultless period. It means that the operation of the reactors 
was quite similar. The two changes in alarm balance of T2 
occurred during four minute periods near the 2,750th and 
4,390th point. The last change occurred at 9,970th point in 
alarm balance of T1. The time between the alarms is so large 
that it clearly is not a sign of progressive abnormality. 
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However, such alarms may be worthy of closer analysis. 
With the used setting, at most 0.1% of points outside control 
limits were allowed and less was detected, which refers to an 
in-control process.  

0 2000 4000 6000 8000 10000 12000 14000 16000 180000

0.5

1

1.5

2

Time (min)

D
iv

er
ge

nc
e

Method III, setting 4, faultless period

0 2000 4000 6000 8000 10000 12000 14000 16000 18000-2

-1.5

-1

-0.5

0

Time (min)

A
la

rm
 b

al
an

ce

Alarm balance of T1 and T2

 

 

T1 alarm balance
T2 alarm balance

 

Fig. 3. The monitoring approach during faultless period. 

Fig. 4 shows that divergence starts growing progressively 
near the 6,990th point. The growing ends near the 9,620th 
point.  The period is less than 44 hours in length, because one 
minute sampling rate was used. The divergence of the 
reactors grew from 0 to 16. Roughly speaking, it is one alarm 
in 2 hours and 3 quarters of an hour. Therefore, this approach 
needs a lot of time to detect this kind of an abnormality, 
which may be unfavourable. However, an approach which 
does not cause false alarms is favourable. It is well-known 
that monotonous tasks, such as checking of numerous alarms, 
actually increase the risk of missing what should be detected 
(Oakland and Followell, 1990, p. 75). 

0 2000 4000 6000 8000 10000 120000

5

10

15

20

Time (min)

D
iv

er
ge

nc
e

Method III, setting 4, fault period

0 2000 4000 6000 8000 10000 12000-5

0

5

10

15

Time (min)

A
la

rm
 b

al
an

ce

Alarm balance of T1 and T2

 

 

T1 alarm balance
T2 alarm balance

 

Fig. 4. The monitoring approach during fault period. 

Although, the progressively growing divergence shows 
difference in the operation of the reactors, the cause for the 
difference can be only found with the help of process 
knowledge. Alongside with the presented approach, 
monitoring the difference of slurry flow rates to both of the 
reactors could have defined the origin of the fault more 
specifically. The current approach monitors only one variable 
from both of the reactors. More variables could be monitored 
and combined to compare parallel process units. However, 
this goes beyond the scope of this study. 

The flow conditions in the channels after the reactors may 
vary. Single oscillations in temperature measurements may 
result from irregularity in temperature distribution or a faulty 
sensor. The output temperature sensors of the reactors are 
located similarly on the side of the outlet channels. T1 and T2 

are created from a minimum measuring result of four sensors 
per channel. Therefore, sporadic temperature oscillations up 
in a single sensor do not have an effect in monitoring. If all 
the measured temperatures oscillate up, then the minimum 
temperature oscillates up as well. Oscillation down on a 
single sensor may cause a faulty minimum value. Such 
matters should be kept in mind with this approach. 

5.  CONCLUSIONS 

In this study, seven statistical approaches to desulphurization 
plant monitoring were compared. Control limits for two 
process variables were generated and points outside these 
limits were detected. Alarm balance was used to monitor the 
variables. Difference between two parallel process units, 
namely reactors, was monitored by combining alarm balances 
of the variables. Four methods indicated that a process 
abnormality could be found with certain settings. Tuning the 
methods so that at most 0.1% or 0.2% of points lie outside 
control limits in normal operation gave the best results. 
Method III, which is based on calculation of moving average, 
moving standard deviation, median and the difference of 
maximum and minimum value weighted with user-defined 
parameters, was the most valid approach. Although 
difference in the operation of the reactors was found, root 
cause analysis needs additional process knowledge and 
brainstorming. Finding of the best settings for the methods 
needs more work. 

REFERENCES 

Corbett, C.J., and Pan, J. (2002). Evaluating environmental 
performance using statistical process control techniques. 
European journal of operational research, vol. 139 (1), 
68-83. 

De Veaux, R.D., Ungar, L.H., and Vinson, J.M. (1994). 
Statistical approaches to fault analysis in multivariate 
process control. American control conference 
proceedings, vol. 2, 1274-1278. 

Hossain, A., Choudhury, Z.A., and Suyut, S. (1996). 
Statistical process control of an industrial process in real 
time. IEEE transactions on industrial applications, vol. 
32 (2), 243-249. 

Huber, P.J. (1981). Robust Statistics. John Wiley & Sons, 
New York. 

Liu, H., Shah, S., and Jiang, W. (2004). On-line outlier 
detection and data cleaning. Computers and chemical 
engineering, vol. 28 (9), 1635-1647. 

Oakland, J.S., and Followell, R.F. (1990). Statistical process 
control: a practical guide, 2. ed.. Heinemann Newness, 
Oxford. 

Pearson R.K. (2002). Outliers in process modeling and 
identification. IEEE transaction on control systems 
technology, vol. 10 (1), 55-63.  

Qin, S.J., and Li, W. (1999). Detection, identification, and 
reconstruction of faulty sensors with maximized 
sensitivity. AIChE Journal , vol. 45 (9), 1963-1976. 

Reynolds, M.R., Jr., and Stoumbos, Z.G. (2004). Control 
charts and the efficient allocation of sampling resources. 
Technometrics, vol. 46 (2), 200-214. 

     

SIMS 2011

www.scansims.org Proceedings of the 52nd SIMS
September 29th-30th, 2011, Västerås, Sweden

75



 
 

     

 

Talonen, J., and Sirola, M. (2009). Generated control limits 
as a basis of operator-friendly process monitoring. 
Proceedings of the 5th IEEE International workshop on 
intelligent data acquisition and advanced computing 
systems, 468-472. 

Venkatasubramanian, V., Rengaswamy, R., Kavuri, S.N., and 
Yin, K. (2003). A review of process fault detection and 
diagnosis part III: process history based methods. 
Computers and chemical engineering, vol. 27 (3), 327-
346. 

SIMS 2011

www.scansims.org Proceedings of the 52nd SIMS
September 29th-30th, 2011, Västerås, Sweden

76



Paper 10 
Title: THE EFFECT OF COMPRESSIBILITY OF WATER AND ELASTICITY OF 
PENSTOCK WALLS ON THE BEHAVIOR OF A HIGH HEAD HYDROPOWER 
STATION 
 
Behzad Rahimi Sharefi, Wenjing Zhou, Bjørn Glemmestad, Bernt Lie 
Telemark University College, Norway 
 
Keywords: Hydropower, Modeling and Simulation, Finite Volume Method 
 
A high head hydropower generation unit typically consists of reservoir, waterway (head-race 
tunnel, surge shaft, penstock, turbine case and draft tube, and tale-race), turbine, and generator. 
The overall system is highly non-linear and its controller is usually designed for stability and 
best performance at the best-efficiency operating point using a linearized model. For having a 
stable operation and acceptable performance at the other operating points it may be necessary 
to change the controller parameters when the operating point of the system changes. 
 
It is important to be able to model and simulate the system as accurately as possible. With an 
accurate model, a designed controller can be tested more reliably for stability and 
performance in different operating points. Different models with different degrees of 
complexity have been published [1]. The simple models consider rigid penstock walls with 
incompressible water column in the penstock. A more accurate model can be obtained if a 
penstock with elastic walls and compressible water column in the penstock is considered. 
Such a penstock can be modeled by two nonlinear partial differential equations. These 
equations can be linearized and solved by the Method of Characteristics (MOC) [2]. 
Numerical methods can also be used for solving these equations. Some software solutions 
such as WHAMO [3] and Hydro-Plant Library [4] are available for numerical simulations. 
 
In this paper, first various parts of a typical high head hydropower generation unit and their 
functionality will be described briefly. Then modeling and numerical methods available for 
simulation of such system will be described in some detail. Specifications of the system under 
study will be as follows: 
 

• elastic walls and compressible water column in the penstock 
• rigid (inelastic) walls and incompressible water in other parts of the waterway (due to 

less pressure variations or short distances) 
• the standard IEEE1992 model for turbines [5] 
• synchronous generator connected to an infinite bus 
• conventional PID controller with speed droop characteristics 

 
In simulation of the penstock with elastic walls and compressible water column, the emphasis 
will be on the Finite Volume Method of Computational Fluid Dynamics [6]. The overall 
system will be simulated and the effect of compressible water in the penstock and with elastic 
penstock walls will be studied. 
 
References: 
[1]. Nand Kishor et al. “A Review on Hydropower Plant Models and Control.” Renewable 
and Sustainable Energy Reviews 11 (2007) 776–796. 
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THE EFFECT OF COMPRESSIBILITY OF WATER AND ELASTICITY OF PENSTOCK 

WALLS ON THE BEHAVIOR OF A HIGH HEAD HYDROPOWER STATION 

Behzad Rahimi Sharefi, Wenjing Zhou, Bjørn Glemmestad, Bernt Lie 

Faculty of Technology, Department of Electrical Engineering, Information Technology and Cybernetics, 

Telemark University College, P. O. Box 203, N-3901 Porsgrunn, Norway 

Abstract: This paper considers modeling of a high-head hydropower generation unit when compressibility of 
the water and elasticity of the penstock walls are taken into account. Finite Volume Method and MATLAB are 
used to simulate the behavior of the penstock in this model. Various important parameters for simulation such as 
the number of grid volumes in the spatial discretization of the penstock as well as ODE solver options in 
MATLAB are examined by simulation, and are discussed. The simulation model thus obtained is validated using 
available charts for pressure rise in case of uniform gate closure. Then available models for the other parts of the 
waterway (inelastic models) are included to give an interface to the elastic penstock model. Finally, the model of 
the whole power generation unit with a classic transient droop controller and a synchronous generator connected 
to an infinite bus is simulated in MATLAB. 

Key words: Hydropower, Hydroelectricity, Water Hammer, the Finite Volume Method, Simulation and 
Modeling of Dynamic Systems, Power System Dynamics  

List of Symbols 

Symbol Description   [Units] 

a Speed of the pressure waves in the water inside penstock [m/sec] 

A Cross-section area [m�] 

A�	, A�	and	A��� Cross-section area of the conduit, surge shaft and tail water tunnel respectively [m�] 

A��� Cross-section area of empty penstock (constant with axial location along the penstock)   

[m�] 
A,� Cross-section area of the penstock as a function of only pressure at location X�  	[m�] 
β Compressibility of water = 4.5e-10   [Pa��] 
β�� Equivalent compressibility due to penstock walls elasticity		[Pa��] 
β����� Total compressibility due to water compressibility and penstock walls elasticity			[Pa��] 

C Index referring to the conduit 

C� Valve coefficient [m� sec⁄ /Pa%.'] 

CV��)� Control volume for continuity equations, located between X��	and X��)� (for i=1,…,N-1) 

CV��)� Control volume for momentum equations, located between X��)�	and X��)� (for i=1,…,N-2) 

δ Transient droop [-] 

∆x Length of the control volumes for application of the mass or momentum conservation [m] 

D Pipe inner diameter [m] 

e Pipe thickness [m] 
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E Young’s modulus of elasticity  [Pa] 

f Fanning friction factor   [-] 

f�	, f�	and	f��� Fanning friction factor of the conduit, surge shaft and tail water tunnel respectively [−] 

F/,��)� Pressure gradient force acting on the water column inside the control volume CV��)�   [N] 

F0,��)� Gravity force acting on the water column inside the control volume CV��)�   [N] 

F1,��)� Friction force acting on the water column inside the control volume CV��)�   [N] 

g Gravity acceleration = 9.8    [m/sec�] 
h3� Height of the draft tube [m] 

h4� Height of water column in the reservoir for simulations of Section  6 6 [m] 

h5 Height of water column in the head water reservoir [m] 

h�� Height of water column in the tail water reservoir [m] 

H� Turbine head   [m] or [% of design head] 

H�7 Turbine design head   [m]  

J Momentum of inertia of turbine and generator rotor       [Kg.m�] 
:�, :4�,	:��, 

:��� 

Friction coefficient in conduit, penstock interfaces in the head water and tail water and tail 

water tunnel respectively, so that the friction force on the water column inside these parts is 

found from the relation :m; �        [N. sec�/Kg�] 
:� Coefficient in surge shaft which accounts for both friction and variations of the water 

column length        [N. sec�/Kg�] 
	ξ��)� A friction coefficient; friction force applying on the control volume CV��)� is given by 

	ξ��)�v,��)�   [N. sec/m] 
ℓ� Variable length of the water column in the surge shaft [m] 

L Length   [m] 

L�	, L, L�, L��� Length of the conduit, penstock, surge shaft and tail water tunnel respectively [m] 

µ Poisson’s ratio [-] 

m Mass [Kg] 

m;  Mass flow rate   [Kg/sec] 
m; �	 Mass flow rate of the conduit [Kg/sec] 

m,��)� Mass of the water inside the control volume CV��)�    [Kg] 
m; ,� Penstock flow rate at location X�   [Kg/sec] 

m; 4�3A Mass flow rate at location XB (Figure 2) which is a state of the penstock model and can be 

used as an input by the head water system model. “HWDI” refers to “head water system 

input from the downstream”.   [Kg/sec] 
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m; 4�3C  Mass flow rate at location X� (Figure 2) which is a state of the head water system and can be 

used as an input by the penstock model. “HWDO” refers to the “head water system output to 

the downstream”.   [Kg/sec] 
m; ��DA Mass flow rate at location X�E�� (Figure 2) which is a state of the penstock model and can 

be used as an input by the tail water system model. “TWUI” refers to “tail water system 

input from the upstream”.   [Kg/sec] 
 m; ��DC Mass flow rate at location X�E (Figure 2) which is a state of the tail water system model and 

can be used as an input by the penstock model. “TWUO” refers to “tail water system output 

to the upstream”.   [Kg/sec] 
N Number of the ∆x lengths along the penstock N = L/∆x 

P Index referring to the penstock 

p Pressure   [Pa] 

p� Penstock pressure at location X�   [Pa] 

p4�3A  Pressure at location X� (Figure 2) which is a state of the penstock model and can be used as 

an input by the head water system model. “HWDI” refers to “head water system input from 

the downstream”.   [Pa] 

p4�3C  Pressure at location X� (Figure 2) which is a state of the head water system and can be used 

as an input by the penstock model. “HWDO” refers to the “head water system output to the 

downstream”.   [Pa] 

 p��DA Pressure at location X�E�� (Figure 2) which is a state of the penstock model and can be used 

as an input by the tail water system model. “TWUI” refers to “tail water system input from 

the upstream”.   [Pa] 

 p��DC Pressure at location X�E)� (Figure 2) which is a state of the tail water system model and can 

be used as an input by the penstock model. “TWUO” refers to “tail water system output to 

the upstream”.   [Pa] 

p��� Atmospheric pressure =1e+5   [Pa] 
p�A , p�H and p�H Pressures at the conduit inlet, conduit outlet and surge shaft outlet   [Pa] 

P� Turbine output power   [W] 

Π Internal perimeter [m] 

Π��� Internal perimeter of empty penstock (constant with axial location along the penstock)   [m] 
Π�	, Π�	and	Π��� Internal perimeter of the conduit, surge shaft and tail water tunnel respectively [m] 

Π,��)� Internal perimeter of the penstock at X��)�   [m] 

Q� Turbine volumetric flow rate   [m� sec⁄ ]	or			[%	of	rated	discharge]  
Q�7 Turbine rated volumetric discharge   [m� sec⁄ ] 
R Index referring to the head water reservoir 

R Pipe inner radius [m] 
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ρ Water density    [Kg/m�] 
ρ��� Water density at atmospheric pressure =1000   [Kg/m�] 
ρ� Water density along the penstock at location X�   [Kg/m�] 
S Index referring to the surge shaft 

σ Permanent droop [-] 

TWT Index referring to the tail water tunnel 

θ The angle that pipe makes with the horizon [rad] 

θ�	, θ�	and	θ��� The angle with the horizon of the conduit, surge shaft and tail water tunnel respectively 

[rad] 

v,� Water velocity along the penstock at location	X�    [m/sec] 
X� Grid locations in every ∆x/2 length of the penstock as shown in the Figure 2 

Y0� Guide vanes opening [% or degrees] 

ω�7�U�VW Turbine design mechanical speed [rad/sec] 

V� RMS voltage of the infinite bus [V] 

ωU Electric angular velocity on the infinite bus [rad/sec] 

n Number of the generator poles 

r Resistance of the phase winding   [Ω] 

r� Equivalent resistance of the infinite bus   [Ω] 

x� Equivalent reactance of the infinite bus   [Ω] 

1 Introduction 

A high head hydropower generation unit is a highly non-linear system and its controller is 
usually designed for stability and best performance at the most efficient operating point using 
a linearized model. For having a stable operation and acceptable performance at the other 
operating points it may be necessary to change the controller parameters when the operating 
point of the system changes. It is important to be able to model and simulate the system as 
accurately as possible. With an accurate model, a designed controller can be tested more 
reliably for stability and performance in different operating points. Different models with 
different degrees of complexity have been published [1]. The simple models consider rigid 
penstock walls with an incompressible water column in the penstock. A more accurate model 
can be obtained if a penstock with elastic walls and compressible water column in the 
penstock is considered. Such a penstock can be modeled by two nonlinear partial differential 
equations. These equations can be linearized and solved by the Method of Characteristics [2]. 
Numerical methods can also be used for solving these equations. Some software solutions 
such as WHAMO [3] and the Hydro-Plant Library [4] are available for numerical simulations. 

In this paper, a complete model for the hydropower generation unit is introduced which takes 
the compressibility of the water and elasticity of the penstock walls into account. The 
penstock model is validated by the charts available in the literature. Then the whole model is 
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simulated with a classic speed controller and a synchronous generator with voltage control 
loop to show the closed loop operation of the model. 

2 Various Parts of a High Head Hydropower Generation Unit 

Figure 1 shows a simple schematic drawing of the various parts of a typical high head 
hydropower generation plant. Power house (and other parts of the plant) is usually located 
inside mountains and can be accessed through additional tunnels that are not shown in the 
drawing. The reservoir in the upstream of the plant could have been created by the water 
stored behind a dam. In the following a brief description about other parts of the plant will be 
given: 
Intake: Intake is equipped with a trash rack that prevents big solid objects entering into the 
waterway of the plant. Intake is usually equipped with a gate valve for maintenance purposes. 
Conduit: Conduit (also known as head race tunnel [5] and transfer tunnel [6]) is a tunnel 
which conveys the water from the reservoir to the near of the power house. Length of the 
conduit might be a few kilometers. In some projects [6] length of the conduit can be as large 
as 45 kilometers. At the end of the conduit (near the surge shaft) the cross-section area of the 
conduit increases and hence the water velocity is reduced. This part of the conduit is equipped 
with sand traps and a finer trash rack to further filter solid objects in the water stream. 
Surge Shaft: The surge shaft serves as a temporary storage (or source) of water in case of 
decrease (or increase) of water flow in the power house so that the huge amount of water in 
the conduit finds enough time to decelerate (or accelerate). So the surge shaft reduces the 
magnitude of the pressure surges (known as the “water hammer” effect [2]) that can happen in 
the waterway due to inertia of the water flowing inside the conduit. 
Penstock: The penstock is a pipe (e.g. steel pipe) which connects the conduit and the surge 
shaft to the power house. The penstock (also known as “pressure shaft” [5]) has usually much 
greater slope than the conduit so that much of the water pressure builds up in the penstock. 
Due to these higher pressures, it is desirable to model the penstock with elastic walls and 
compressible water inside. Such a model will be introduced in the next section. Penstock may 
be equipped with isolating valves for maintenance. 
Turbine: Turbine converts the potential and kinetic energy of the water flowing through the 
turbine case into mechanical energy. The converted energy is transferred into the generator by 
the common rotating shaft of the turbine runner and the generator rotor.  
There are various types of the hydraulic turbines among which the Pelton turbines and the 
Francis turbines are the types that are used in the high head plants [2]. In the Pelton turbine, 
all the potential energy of the water first is converted into kinetic energy in jets of water. This 
energy is further converted into mechanical energy when these jets of water strike the buckets 
on the turbine runner. Jet nozzles control the flow rate of the water through the Pelton turbine. 
In the Francis turbine, whole the runner chamber is filled with water and the water flowing 
through the runner passages transfers its potential and kinetic energy to the runner. Guide 

vanes control the water flow rate through the Francis turbine.  
Draft tube, tail water tunnel and tail water reservoir: Draft tube conveys the water 
flowing out of the Francis turbine runner passages to the tail water tunnel. The Figure 1 in fact 
shows the arrangement of a plant with Francis turbine. Tail water tunnel usually has positive 
slope to ensure that turbine is always submerged into the water to prevent cavitation. The 
difference between the water surface elevation in the head water reservoir and the tail water 
determines the gross head of the plant. When the head losses due to the friction between the 
water and the walls of the waterway are subtracted from the gross head, the result is called the 
“net head” of the plant and equals to the turbine head at the steady state operation conditions. 
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3 The Penstock Model 

3.1 Problem Description 

Compressible water flow inside a penstock with elastic walls is governed by two partial 
differential equations [2]. These PDEs are obtained by applying the mass and momentum 
conservation laws to a 1D infinitely small control volume along the penstock axis [7]. 
Numerical solution methods for these equations need both temporal and spatial discretization. 
Software such as WHAMO [3] which is a tool for simulation of water flow in pipe networks 
uses a finite difference scheme for discretizing the governing partial differential equations. In 
this scheme, the partial derivative terms are replaced by their equivalent “difference relations” 
and so the differential equations turn into difference equations. There is an alternative scheme 
referred to as the “Finite Volume Method” or simply “FVM”. This method (applied to a 1D 
problem such as fluid flow in a pipe) avoids the partial differential equations from the 
beginning by dividing the whole pipe volume into several control volumes along the pipe axis 
and then applying conservation laws to derive two ordinary differential equations for each 
control volume: One of the equations is an exact representation of the conservation of mass 
(continuity equation) and the other one is an exact representation of the conservation of 
momentum [8]. “Advantage of FVM is that the discredited governing equations retain their 
physical interpretation, rather than possibly distorting the physics due to numerical 
discrimination of each derivative term.” [9]1 

The idea of control volumes in FVM is better described by referring to Figure 2. The whole 
penstock length is divided into 2N equal segments. The first segment is between the locations X�and X� and the last segment is located between X�E	and	X�E)�. It is possible to define the 
volume determined by each two adjacent pipe segments located between X��)�	and X��)� 
(i=1,…,N-2) as a control volume for application of both mass and momentum conservation 
laws, but this can cause the discretized momentum equations to have unrealistic behavior for 
spatially oscillating pressures [8]. The solution to this possible problem which is suggested in 
[8] is to use a so called “staggered grid”. Staggered grid for the penstock in the Figure 2 means 

to define the volume determined by each couple of pipe segments located between X��)�	and X��)� (for i=1,…,N-2) as a control volume for application of the momentum conservation and 

                                                 

1 It seems that instead of the word “discredited”, the word “discretized” should have been used by the source. 
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Figure 1  Schematic Drawing of a High Head Hydropower Generation Plant. 
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define the volume determined by each couple of pipe segments located between X��	and X��)� 
(for i=1,…,N-1) as a control volume for application of the mass conservation. 

The state variables along the pipe which usually appear in the literature of Computational 
Fluid Dynamics are mass density and velocity of fluid particles. In this paper however it’s 
been decided to use the pressure and mass flow rate as the state variables. The latter variables 
are more interesting than the former ones in a hydropower application. In addition, choosing 
the mass flow rate as the state has the advantage that in the steady-state condition the mass 
flow rate in the whole waterway of the plant will be the same (the surge shaft level will be 
constant in the steady-state condition and hence the mass flow rate in the conduit and 
penstock will also be the same). Hence determining the steady-state value of the states will be 
much easier. 

 The state “pressure” will be considered spatially constant along the whole length of a control 
volume for mass conservation and the state “mass flow rate” will be treated as being spatially 
constant along the whole length of a control volume for application of the momentum 
conservation. In [8] alternatively “density” and “velocity” are considered to be spatially 
constant inside their relevant control volumes. These states are indicated at the center of their 
related control volumes in Figure 2. Pressures are shown by bold dots and mass flow rates are 
shown by bold arrows. The differential equations governing these states will be introduced in 
the section  3.3. The cross-section area of the penstock when pressure inside and outside of the 
penstock is equal to the atmospheric pressure (i.e. when the penstock is empty) will be 
considered constant along the penstock axis throughout this paper. The amount of variation of 
the penstock cross-section area due to water pressure inside the penstock will be discussed in 
the next section. 
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Figure 2  Control Volumes for Application of Mass and Momentum Conservation Laws in a Penstock. 

SIMS 2011

www.scansims.org Proceedings of the 52nd SIMS
September 29th-30th, 2011, Västerås, Sweden

84



The pressure and mass flow rate variables at locations X�, X�, X�E	and	X�E)�	are shown with 
hollow dots and arrows. This denotes that these variables will not be governed by the 
penstock equations. They will be determined by the head/tail water system models and will be 
treated as inputs in the penstock model. States of the penstock model at locations X�, XB, X�E��	and	X�E��will be available as outputs to the neighboring systems (head/tail 
water). Variables at these eight locations are named after their neighboring systems (“HWDI” 
refers to “the head water system input from the downstream”, “HWDO” refers to “the head 
water system output to the downstream”, “TWUI” refers to “the tail water system input from 
the upstream” and “TWUO” refers to “the tail water system output to the upstream”). 

3.2 Water Density and Pipe Cross-Section Area as a Function of Pressure 

The relationship between water density and pressure can be concluded from definition of the 

compressibility factor for fluids. The compressibility factor β is defined by the following 
relation: 

 β = 1
ρ
∂ρ
∂p	 Eq. 1 

Relationship for density of water at location X = X� along the penstock can then be found by 
integrating both sides of the Eq. 1  (assuming that β for the water is constant in the range of 
pressures and temperatures which is common in the hydropower applications). The result is 
given in the Eq. 2 below:  

 ρ� = ρ���eZ(/\�/]^_) Eq. 2 

The relationship for changes in the pipe inner radius (∆R) and changes in the pipe cross-

section area (∆A) as a function of the pressure difference between the inside and the outside of 
the pipe (∆p ) is given in [7] for a pipe which is anchored against longitudinal movement. 
This relationship is presented by the Eq. 3 below: 

 
∆A
A = 2	 ∆RR = D(1 − μ�)

eE 		∆p Eq. 3 

Again, integrating of the Eq. 3 will result in an exponential function in terms of pressure for 
A. The result is given below: 

A,� = A���eZefg(/\�/]^_)			,				β�� = D(1 − μ�)
eE  Eq. 4 

Here also it is assumed that β�� is constant in the range of pressures and temperatures that it is 

dealt with in hydropower applications. 

The relations in Eq. 2 and Eq. 4 can be combined to give the following: 

 A,�ρ� = A���ρ���eZêh^]i(/\�/]^_) Eq. 5 
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Here β����� = β�� + β is the total compressibility due to compressibility of the water and 

elasticity of the penstock walls. β����� is related to the speed of sound in the water inside the 
penstock  as follows: [7] 

 a = 1 kρ���β�����l  Eq. 6 

In the range of pressures and elasticity which is common in the hydropower applications, it is 

valid to assume that the values of A, ρ or the product A × ρ change linearly with pressure. So 
the following approximations can be used for Eq. 2, Eq. 4 and Eq. 5: 

 

ρ� ≈ ρ���[1 + β(p� − p���)] 
A,� ≈ A���o1 + β��(p� − p���)p 

A,� × ρ� ≈ A���ρ���o1 + β�����(p� − p���)p 
Eq. 7 

3.3 Governing Equations 

3.3.1 Continuity Equations 

Continuity equations are the result of application of the mass conservation law to the control 

volumes CV��)� enclosed between penstock cross-sections at locations X��	and X��)� (for 
i=1,…,N-1). Mass conservation simply states that the rate of change of the fluid mass inside 
the control volume with time is equal to the net rate of mass flow into the control volume. The 

amount of the mass of water inside the control volume CV��)�is given by the following 
relation: 

 m,��)� = q ρ��)�A,��)�dX
Hr\sr

HtHr\
= ρ��)�A,��)�∆x Eq. 8 

In calculation of the integral term it has been assumed that pressure and hence density and 
cross-section area are spatially constant inside the control volume. It is of great importance for 

the later analysis that the value of A × ρ at the boundaries of a control volume for continuity 
(X�� and	X��)�) be assumed equal to the mean value of that function in the two adjacent 
control volumes (Bold dots in Figure 3 (a)): 

 ρ��)�A,��)� = uρ��)�A,��)� + ρ��)�A,��)�v/2 Eq. 9 

Considering Eq. 8, the mass conservation law results in the following differential equations 

for the control volumes	CV��)�	(	i = 1,… , N − 1): 

 ∆x	 ddt uρ��)�A,��)�v = m; ,�� −	m; ,��)�							 Eq. 10 

By using Eq. 7, the derivative term in the above equation will turn into: 
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d
dt uA,��)�ρ��)�v = d

dp��)� uA,��)�ρ��)�v		dp��)�dt = βxyzy{|A���ρ��� 	dp��)�dt  Eq. 11 

Substituting the Eq. 11 into the Eq. 10 will result in the final form of the continuity equations 

as follows: 

 ∆x	βxyzy{|A���ρ��� 	dp��)�dt = m; �� −	m; ��)�					(	i = 1,… , N − 1)		 Eq. 12 

3.3.2 Momentum Equations 

Momentum conservation for the control volume CV��)� enclosed between penstock cross-
sections at locations X��)�	and X��)� (for i=1,…,N-2) states that the rate of change (with time) 
of the momentum (in the X direction i.e. conventional direction of the water flow) of the 
water flowing inside the control volume at a particular time t is equal to the rate of the net 

momentum flowing into the control volume by mass transport at boundary surfaces X = X��)� 
and X = X��)� plus sum of the forces that apply to the water column inside the control volume 
at the X direction along the penstock axis at that time. 

The amount of momentum of the water column in the control volume CV��)� is as follows: 

q v	dm
��r\sr

	= q v	(A	ρ	dX)
��r\sr

	= q (v	A	ρ)	dX
��r\sr

=	 q m; 	dX
��r\sr

=	m; ,��)�∆x 

 Eq. 13 

In deriving the above relation it is assumed that the mass flow rate in the X direction inside 

the control volume is spatially constant and equal to	m; ,��)�. This assumption is indicated in 

Figure 3 (b). By this assumption velocity throughout the control volume will be piecewise 

constant because the product A×ρ is assumed to be piecewise constant between X��)�	and X��)� (Figure 3 (a)). The velocity at X��)� can be considered equal to: 

 v,��)� = m; ,��)�/uA,��)�ρ��)�v Eq. 14 
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(a)                                                                      (b) 

Figure 3  (a) Values of the Product A×ρ Inside the Control Volumes for Mass Conservation and at the 
Boundary Points of the Control Volumes. (b) Variations of Mass Flow Rate and Velocity inside 
Control Volumes for Momentum. 

 

The momentum in the X direction along the penstock which is flowing into the control 

volume CV��)� due to mass transport is equal to: 

 m; ,��)�v,��)� − m; ,��)�v,��)� Eq. 15 

Forces that act on the water column are due to pressure difference between locations X��)�	and X��)�, weight of the water column and friction between the water and the penstock 

wall. The force due to pressure difference at locations X��)�	and X��)� is given in the 
following relation: 

 F/,��)� = A,��)�	(p��)� −	p��)�) Eq. 16 

Relations giving the amount of gravity and friction forces for the water column inside control 

volume CV��)� are as follows respectively: 

 F0,��)� ≅ ∆x	A,��)�	ρ��)�	g	sinθ Eq. 17 

 F1,��)� = 	ξ��)�v,��)� Eq. 18 

The coefficient 	ξ��)� is given in the following relation: 

 	ξ��)� = −1
2 f	Δx	Π,��)�	ρ��)�	signuv,��)�v	v,��)� Eq. 19 

Now the momentum conservation law can be formulated for the control volume CV��)� using 

Eq. 13 to Eq. 19: 

∆x�m; ,��)��� = m; ,��)�v,��)� − m; ,��)�v,��)� + F/,��)� + F0,��)� + F1,��)� Eq. 20 
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The Upwind Difference Scheme 

The relation in Eq. 14 gives the value of the water velocity at locations X��)� (i=1,…,N-2). 

The relation for velocity and mass flow rate at locations X��)� (i=1,…,N-1) is not given yet. 
In computational fluid dynamics, a so called “Upwind Difference Scheme” is often used for 
this case for stability purposes [8]. According to this scheme, the relation for velocity at a 
boundary of a control volume for momentum depends on the direction of the flow at that 
location. The following will show how to determine these relations.  

The relations for mass flow rate at a boundary of a control volume for the momentum will be 
as follows: 

m; ,��)� = um; ,�� +	m; ,��)�v 2⁄ 			,			m; ,��)� = um; ,��)� +	m; ,��)Bv 2⁄  Eq. 21 

For the analysis, it is necessary to rewrite Eq. 20 in terms of	udv,��)� ��⁄ v. This is achieved 

by the use of Eq. 9, Eq. 10 and Eq. 14: 

∆x		A,��)�	ρ��)� 	d	v,��)�dt 	+	�m; ,�� −	m; ,��)B2 − 	ξ��)��		v,��)� = 

m; ,��)�v,��)� − m; ,��)�v,��)� + F0,��)� + F,��)� 

Eq. 22 

If water velocity at both boundaries of the control volume (at locations X��)� and	X��)�) be 

positive in the X direction, then the upwind difference scheme requires that v,��)� and v,��)� 

in Eq. 22 be replaced with v,�� and v,��)� respectively. So referring also to Eq. 21, Eq. 22 

will turn into the following: 

∆x		A,��)�	ρ��)� 	d	v,��)�dt 	+	�m; ,�� +	m; ,��)�2 − 	ξ��)��		v,��)� = 

�m; ,�� +	m; ,��)�2 � v,��)� + F0,��)� + F,��)� 

Eq. 23 

Hence Scarborough’s condition for stability [8, p. 112] is satisfied and Eq. 22 and Eq. 23 will 
have a stable answer for steady-state velocity values in case of known pressures. 

If water velocity at both boundaries of the control volume be negative in the X direction, then 

the upwind difference scheme requires that v,��)� and v,��)� in Eq. 22 be replaced with v,��)� and v,��)B respectively. Then Eq. 22 will turn into the following: 

∆x		A,��)�	ρ��)� 	d	v,��)�dt 	+	�−m; ,��)� +	m; ,��)B2 − 	ξ��)��		v,��)� =  

�−m; ,��)� +	m; ,��)B2 � v,��)� + F0,��)� + F,��)� Eq. 24 

Again Scarborough’s condition will be satisfied. 

For satisfaction of Scarborough’s condition it is not necessary that flow at both ends of the 

control volume be in the same direction. In fact, m; ,�� +	m; ,��)� ≥ 0 for Eq. 23 and 
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m; ,��)� +	m; ,��)B ≤ 0 for Eq. 24 are sufficient conditions. If none of these conditions hold 

for a particular control volume, one can neglect the transported momentum terms for that 
particular control volume at that time which will result in the following equation: 

∆x		A,��)�	ρ��)� 	d	v,��)�dt 	− 	ξ��)�		v,��)� = F0,��)� + F,��)� Eq. 25 

So regarding the above discussion the final form of the momentum equations for i=1,2,…,N-2 
will be as follows: 

∆x�m; ,��)��� +	���)����)��	v,��)� = ������)��v,�� + ���)B���)��	v,��)B + F0,��)� + F/,��)� Eq. 26 

Here ������)��, ���)����)��	and	���)B���)��
 are obtained from the following table: 

 if		m; ,�� +	m; ,��)� ≥ 0 if			m; ,��)� + m; ,��)B ≤ 0 else 

���)����)��
 

m; ,��)� +	m; ,��)B2 − 	ξ��)� −m; ,�� +m; ,��)�2 − 	ξ��)� −	ξ��)� 

������)��
 

m; ,�� +	m; ,��)�2  0 0 

���)B���)��
 0 −m; ,��)� + m; ,��)B2  0 

According to Figure 2, 	p4�3C and m; 4�3C are the inputs of the penstock model from the 

head water system. 	p4�3C is only needed to calculate A,�, ρ� and A,�ρ�. The penstock 

segment between the locations X = X� and X = X� can be considered with inelastic walls and 

incompressible water model when ∆x is very small. In this case the pressure 	p4�3C	will no 
longer be needed for the penstock model. The same is true for 	p��DC and the following 
relations can be used: 

A,� = A,�E = A{y�,  ρ� = ρ�E = ρ{y� 

The set of ordinary differential equations given by Eq. 12 and Eq. 26 define the penstock 
model with compressible water and elastic walls. 

4 Head Water and Tail Water 

4.1 Head Water System 

Figure 4 shows details of the head water system which consists of reservoir, conduit, surge 
shaft and a new part added in this paper as an interface to the elastic penstock model. This 

part represents the first ∆x length of the penstock. Incompressible water and inelastic walls 
will be considered in the model of head water system. Applying mass and momentum 
conservation laws will result in a system of differential equations for the head water system 
given by Eq. 27 to Eq. 29 below: 

SIMS 2011

www.scansims.org Proceedings of the 52nd SIMS
September 29th-30th, 2011, Västerås, Sweden

90



dℓ�dt = m; � − m; 4�3C	A�ρ���  Eq. 27 

L�
dm; �dt = −A�(p4�3C − p�A) + ρ���g	L�	A� sin θ� − :�m; ��  Eq. 28 

∆x dm; 4�3Cdt = −A���(p4�3A − p4�3C) + ρ���g	∆x	A��� sin θ − :��m; 4�3C�  Eq. 29 

p�A And p4�3C in the above equations can be found from the following relation: 

 p�A = p��� + ρ���	g	h5 Eq. 30 

p4�3C = �A�L� + A���∆x + AUℓ��
��

��A�L� p�A + A���∆x p4�3A + AUℓ� p���� + 

ρ���g(A� sin θ� − A��� sin θ + A� sin θ�) − :�L� m; �� − :�ℓ�
(m; 4�3C − m; �)� 

 +:��∆x m; 4�3C� � Eq. 31 

:� and :�� are friction coefficients and :� accounts for both the friction and the variation 
of the length of the water column inside the surge shaft. These coefficients are defined below: 

:� = f�	ℓ�	Π�	sign(m; 4�3C − m; �)2	A�� 	ρ��� + 1
	A�	ρ��� Eq. 32 

:� = f�	L�	Π�	sign(m; �)2	A�� 	ρ��� 			,			:�� = f	∆x	Π���	sign(m; 4�3C)2	(A���)�	ρ���  Eq. 33 

p4�3A is an input from the penstock model. m; 4�3A of the penstock is not used by the 
inelastic model of the head water system. 

A special case is also introduced by the Figure 4. This case will be used for validation of the 
elastic penstock model in this paper. Equations governing this special case are Eq. 29 plus the 
following relation which will replace Eq. 31: 

 p4�3C = p��� + ρ���	g	h5 Eq. 34 
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4.2 Turbine, Draft Tube and Tail Water System 

Figure 5 shows details of the system consisting of turbine, draft tube, tail water tunnel and tail 
water reservoir. Just as for the head water case, an interface part to the elastic penstock model 
is added in this paper. The governing equation of the system will be as follows: 

∆x dm; ��DCdt = −A���(p��DC − p��DA) + ρ���g	∆x	A��� sin θ − :��m; ��DC�  Eq. 35 

Here 

P��DC = �1 + L���∆x
A���A����

��
�ρ���g	(Hy − h��) 	+ p���H + L���∆x

A���A��� p��DA  
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+ρ���	g	L��� 	�sin θ��� + A���A��� sin θ� + �:��� − L���∆x :���m; ��DC�
A��� � Eq. 36 

p���H = p��� + ρ���	g	h�� Eq. 37 

:�� = f	∆x	Π���	sign(m; ��DC)2	(A���)�	ρ��� 			,				:��� = f���	L���	Π���	sign(m; ��DC)2	A���� 	ρ���  Eq. 38 

The term Hy in Eq. 36 (difference of the pressure at the turbine inlet and outlet [m]) is a 
function of m; ��DC and turbine guide vanes opening. Hy is approximately proportional to m; ��DC�  for fixed guide vanes opening. p��DA is the input from the penstock model and m; ��DA does not appear in the equations of tail water system. 

Again a special case is introduced in Figure 5. In this case, the penstock ends in a valve which 
is open to the atmospheric pressure. The valve could be for example nozzles of a Pelton 
turbine. This special case in conjunction with the special case in Figure 4 will be used for 
validating the penstock model. Equations for the special case system are Eq. 35 plus the 
following equation which will replace Eq. 36: 

 p��DC = p��� + m; ��DC	|m; ��DC|
ρ����C��  Eq. 39 

 

Figure 5  Details of the Turbine, Draft Tube and Head Water System. 
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Bus 

5 Turbine Controller and Generator 

A classic transient droop controller [10] with 
block diagram shown in Figure 6 will be used 
for closed loop simulations. Turbine output 
power is given by the following relation: 

P� = η�ρ���gH�Q� Eq. 40 

Here η� (turbine efficiency) is a function 
of	H�	, Q�	and rotational speed of the turbine 
in general. A detailed model of the turbine 
can be found in [11]. 

A synchronous generator with one damper 
winding in the q axis will be considered with 
connection to the infinite bus as shown in 
Figure 7. Model of the generator can be 
found in [10, pp. 453-457]. Parameters of 
the generator used for simulations in this 

paper are given in Appendix I. R� + jX� is 
the equivalent network impedance. Block 
diagram of the voltage controller (exciter) 
for this generator is given in Figure 8. 

6 Validation of the Penstock Model 

In this section the model of the penstock 
with elastic walls and compressible water 
will be validated by application to the classic 
problem of reservoir-penstock-valve. Consider the system shown in the Figure 9. When the 
valve closes, the pressure before the valve increases and a pressure wave travels back to the 
reservoir. When this wave reaches the water surface at the reservoir, it is reflected as a 
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Figure 9  The Classic Penstock-Valve Problem. 

negative wave and travels toward the valve. The time that it takes for the pressure wave to 
travel from the valve to the reservoir and then back to the valve is equal to: 

2	 ×	L
Speed	of	the	pressure	wave

				 

The height h�� of the reservoir is considered to be much less than the length L of the 
penstock in deriving the above relation. The speed of the pressure wave inside penstock is 
equal to the speed of sound inside the water in penstock for which a relation was given in Eq. 
6 [7]. This can be one of the criteria for validation of the penstock model. Time for traveling 
of the pressure waves (and hence speed of 
the waves) can be found from the results of 
simulations and then it can be compared to 
the value obtained from Eq. 6. Maximum 
pressure rises before the valve when the 
valve starts closing from the steady-state 
condition with a uniform rate and reaches 
the complete closed position, are tabulated 
by Allievi [2]. Allievi charts can be used as 
another criterion for validation of the 
penstock model. The maximum pressure 
rise found by simulation can be compared 
to the charts. Details of the reservoir and valve with penstock interfacing parts are shown in 
the special cases of Figure 4 and Figure 5; their governing equations were derived in 
Section  4. Four different scenarios will be considered for simulation of the Penstock-Valve 
problem. The following parameters are the same for all the four scenarios: 

L F 1000	�m�   ,   h� F 100	�m�   ,   h4� F 0	�m�   ,   βx
yzy{| F 10��	������   

A
{y� F 7	�m��   ,  f F 0.04 

Valve closing times and steady-state initial velocity of water will be different for each 
scenario as follows: 

 T [sec] v� [m/sec] Relative pressure rise   F [h� j h`/h� (from Allievi Charts [2]) 

Scenario #1 1 1 2 

Scenario #2 3 1 1.6 

Scenario #3 5.2 1 1.3 

Scenario #4 3 4 3.8 

The valve coefficient C� for full valve opening can be calculated for each scenario 

considering the values for A
{y� and	v�. 

The valve starts closing at t=50 second in each scenario. Result of the simulation for the 
above scenarios is included in Figure 10 to Figure 14 respectively. In Figure 10 to Figure 13 the 
values of head rise are in close agree with z values in the above table.  

The result of simulation for the fourth scenario however is different. The value of head rise in 
this case is more than expected (3.47e+6 / 7.7e+5=4.5 whereas a value of 3.8 is expected from 
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Allievi chart). The reason may be because of the higher velocity which causes higher losses 
due to friction. The steady state value of the head before the valve (before the time 50 sec 
when the valve starts to close) is less than the other cases. For examining this guess, the case 
is simulated again with zero friction factor and the result is given in Figure 14. It appears that 
with zero friction, the head rise is exactly in agree with the Allievi chart.  

As mentioned earlier, another criterion for validating the penstock model could be to find the 

speed of the pressure waves from the simulation. βx
yzy{| is taken to be 10�� [����] which 

shall result in a speed of sound equal to 1000 [m/sec] according to Eq. 6. The simulation 
results shall reflect this value for the pressure waves. In Figure 10 to Figure 14, the time 
difference between two consecutive peaks is 2 seconds (except for the peaks that coincide 

with valve closure) and this agrees with the value	2L/a.  

 

 

Figure 10  Result of Simulation of the Penstock-Valve for Scenario #1 (T=1 sec). 

 

 

Figure 11  Result of Simulation of the Penstock-Valve for Scenario #2 (T=3 sec). 
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Figure 12  Result of Simulation of the Penstock-Valve for Scenario #3 (T=5.2 sec). 

 

Figure 13  Result of Simulation of the Penstock-Valve for Scenario #4 (T=3 sec and v�= 4 [m/sec] 

with f F 0.04). 

 

 

Figure 14  Result of Simulation of the Penstock-Valve for Scenario #4 (T=3 sec and v�= 4 [m/sec] 
with	f F 0). 
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6.1 Number of Penstock Segments 

In all the above simulations, the number of penstock segments is chosen to be 50. Figure 15 
shows the result of the simulation for scenario #1 for three different N values. As can be seen, 
the number of segments has influence on the simulation of the wave traveling times. 

6.2 Pressure and Mass Flow Rate at Different Locations of the Penstock 

Pressure and mass flow rate variations at different locations in the penstock for sudden valve 

closure (T=0.5 sec ≤ 2L/a ) and initial water velocity of 1 [m/sec] are shown in Figure 16 
and Figure 17, respectively. Notice the delay in reaching the peak values. Also notice that 
pressure at each location reaches its maximum when the mass flow rate reaches zero in that 
location. Figure 18 and Figure 19 show the pressure and mass flow rate variations at the same 
locations and conditions except for the valve closure time which has been increased to 3 

seconds. Notice the change of behavior of these variables when	¡ > 2L/a. Peak to peak 
variations of pressure is greater at the valve side whereas peak to peak variations of flow rate 
is greater at the head water side. The shape of the variations can be interpreted by the method 
of characteristics [7]. 

 

Figure 15  Simulation of Valve Uniform Closure for Different Number of Segments. 

 

 

Figure 16  Pressure at different locations for valve closure time T=0.5 sec. 
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Figure 17  Flow rate at different locations for valve closure time T=0.5 sec. 

 

 

Figure 18  Pressure at different locations for valve closure time T=3 sec. 

 

 

Figure 19  Flow rate at different locations for valve closure time T=3 sec. 

57 57.5 58 58.5 59 59.5 60 60.5 61 61.5
-8000

-6000

-4000

-2000

0

2000

4000

6000

8000

Time [sec]

Mass flow rate [Kg/sec]  (N=48)

 

 

at the intake

at the 1/3 length from head water

at the 2/3 length from head water

at the intake

at the 1/3 length from HW

50 55 60 65 70
0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8
x 10

6

Time [sec]

Pressure [Pa]  (N=48)

 

 

at the 1/3 length from head water

at the 2/3 length from head water

before the valve

46 48 50 52 54 56 58 60
-4000

-2000

0

2000

4000

6000

8000

Time [sec]

Mass flow rate [Kg/sec]  (N=48)

 

 

at the intake

at the 1/3 length from head water

at the 2/3 length from head water

at the intake

SIMS 2011

www.scansims.org Proceedings of the 52nd SIMS
September 29th-30th, 2011, Västerås, Sweden

99



6.3 Partial Valve Closure 

Partial valve closure for scenario #1 is simulated in Figure 20. The valve starts closing at time 
t=50 sec from full open position (with a rate of full closure per one second) and closes until 
90% open position.  

 

Figure 20  Simulation of Partial Valve Closure from Full Open to 90% Open Positions. 

6.4 Options for ODE Solvers 

All the simulations in Figure 10 to Figure 20 are done with the MATLAB “ode15s” solver with 
the following options: 

options=odeset('MaxOrder',5,'RelTol',1e-6,'AbsTol',1e-6); 

What happens if default options are used for “ode15s”? The simulation of Figure 20 is 
repeated with increased relative tolerance (‘RelTol’=1e-3) and the result is given in Figure 21. 
As can be seen, with increased relative tolerance the “ode15s” encounters numerical errors 
which completely distort the solution in case of small valve changes. (For the case of the 
complete valve closure, the numerical errors become relatively small compared to the large 

variations in the pressure before the valve and the numerical errors don’t seem to affect the 
result of the simulation significantly.)  

 

Figure 21  Simulation of Figure 20 with the Option ‘RelTol’=1e-3 for “ode15s”. 
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7 Simulation of a Complete Hydropower Generation Unit with Generator 

Connected to Infinite Bus 

In this part the complete generation unit is simulated with both elastic and inelastic penstock 
models in parallel. The length of the penstock in these simulations will be 400 m and the 
speed of sound has been taken equal to 1000 m/sec inside the penstock. A transient droop 
controller with block diagram shown in the Figure 6 will control the turbine guide vanes and 
the generator is connected to an infinite bus. The simulation is done for two different 
scenarios: First guide vanes closing from 80% open position to 40% open position at t=100 
sec will be simulated. In the second scenario the guide vanes reference will be constant and a 
generator terminal short circuit at t=50 sec with duration of 0.2 second will be simulated. A 
list of parameters and their values used for these simulations is given in Appendix I. 

7.1 Change in the Guide Vanes Reference Signal 

Results for this scenario are given in Figure 22 and Figure 23. The difference between the 
elastic model and the inelastic one appears in the transients. Nevertheless the only variable for 
which the effect of the traveling pressure waves is easily detectable is the pressure at the surge 
shaft junction (the local peaks from every 0.8 seconds in Figure 22). 

7.2 Short Circuit at Generator Terminals 

In this scenario the guide vanes opening reference is constant and at t=50 sec a short circuit 
happens at the generator terminals and recovers 0.2 seconds later. The results of this 
simulation are included in Figure 24 and Figure 25. As can be seen due to sluggish behavior of 
the waterway, the hydraulic parameters are not affected significantly. The important thing 
about simulation of this scenario is that “ode15s” was not able to solve it. The simulation is 
done with “ode45” with default options instead. “ode45” has an advantage over “ode15s” in 
this application. On the other hand, use of “ode45” for simulations in section 6 for complete 
valve closure (valve closure until 0.001 p.u. position) is quite slow and hence useless. This 
examples show that each numerical integration method has its own advantages and short 
comings.  

8 Conclusion 

Modeling of a high-head hydropower generation unit was considered in this work. It was 
shown how to use the “Finite Volume Method” and MATLAB to simulate the behavior of a 
penstock when elasticity of the penstock walls and compressibility of the water is taken into 
account. The “ode15s” ODE solver in MATLAB was used for the most of the simulations 
(except for the generator short circuit simulations). It was shown that under default options, 
especially the default relative tolerance, the solution will have some numerical errors which 
will distort the solution completely. It was suggested to reduce the relative tolerance option. 
For generator short circuit simulations, “ode45” is the right solver. However “ode45” has its 
own short comings when we want to apply it to simulations in Section 6.  

The model introduced for the elastic penstock was validated in a classic penstock-valve 
problem with uniform valve closing. The responses of the model for different conditions were 
compared to Allievi charts [2]. It was found that except for high water velocities (higher than 
one or two m/s) the results almost agree.  Obviously the Allievi charts in [2] are prepared for 
pipes with lower friction which shall be considered in mind when dealing with higher fluid 
velocities. A Fanning friction factor value of 0.04 was used for simulations throughout this 
paper. 
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A complete hydropower generation unit was simulated for both cases: elastic penstock model 
and inelastic penstock model. A classic transient droop controller was used for closed loop 
operation.  

 

 

Figure 22  Simulation of the Change in the Guide Vanes Reference Signal. 

 

 

Figure 23  Simulation of the Change in the Guide Vanes Reference Signal (continued from Figure 22). 
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Figure 24  Simulation of Short Circuit in the Terminal Voltage. 

 

 

Figure 25  Simulation of Short Circuit in the Terminal Voltage (continued from Figure 24). 
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APPENDIX I 

PARAMETERS FOR SIMULATIONS IN SECTION  7 

Parameter Value Unit Parameter Value Unit Parameter Value Unit 

Turbine Controller (Parameters of the controller are defined in Figure 6.) 

T 0.04 �sec� T¤ 1.75 �sec� TV 0.2 �sec� 

δ 0.04 [-] σ 0.1 [-] Y;0�
¥AE 0.2 [1/sec] 

Y;0�
¥¦H 0.05 [1/sec]       

Penstock 

L 400 [m] A
��� 7 �m�] θ 45*pi/180 [rad] 

f 0.04 [-] a 1000 [m/sec]    

Head/Tail Water Systems 

A� 25 �m�] A� 10 �m�] A��� 25 �m�] 

f� 0.04 [-] f� 0.04 [-] f��� 0.04 [-] 

L� 4500 [m] L��� 300 [m]    

h5 40 [m] h3� 5 [m] h�� 10 [m] 

θ� 0.2*pi/180 [rad] θ� 60*pi/180 [rad] θ��� 0.5*pi/180 [rad] 

Generator, Exciter and Bus (Exciter and bus parameters are defined in Figure 8) 

r 0.01 [Ω] r� 0.1 [Ω] x7 12 [Ω] 

x� 12 [Ω] x7
§  1.7 [Ω] x�

§§ 1.7 [Ω] 

T7�
§  6 [sec] T��

§§  0.1 [sec] x�
§  F x� [Ω] 

x7
§§ - [Ω] K¨ 400 [-] T̈  0.05 [sec] 

K1¨ 0.025 [-] T1¨ 1 [sec] V�¤ 17000 [V] 

E©
¥AE 50000 [V] E©

¥¦H 50000 [V] n 12 [-] 

J 170000 �Kg. m�] ωU 100π 
[rad/sec

] 
V� 15000 [V] 

x� 1.4 [Ω]       
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Parameter Value Unit Parameter Value Unit Parameter Value Unit 

Turbine 

Q�7 36 �m� sec⁄ � H�7 330 [m] ω�
7�U�VW

 100«/6 [rad/sec] 

 

Turbine efficiency and discharge as a function of guide vanes opening at design head 

and design rotational speed (For more detailed model and data of turbine refer to [11].) 

®¯ 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

Percent of 

design discharge 
38 49 60 70 80 88 95 100 

Efficiency [%] 81.5 87.5 91 93 93 91 90 88 
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Paper 11 
Title: Modeling, Simulation and Control for an Experimental Four Tanks System using 
ScicosLab 
 
Carlos Pfeiffer 
Telemark University College, Norway 
 
Keywords: Model Predictive Control, Four Tanks System, Kalman Filter, ScicosLab 
 
During the last years, an interconnected four tanks system originally developed at Lund 
University has become popular for research and testing of advanced control schemes in 
universities across the world.  In this system, water is pumped through two independent 
variable speed pumps, and flows are split using two three-way valves to feed the tanks. 
Different experimental  flow configurations can be achieved by modifying the positioners of 
the valves. The system is very challenging, since it is nonlinear, it is multivariable with strong 
variables interactions,  and it may present non-minimum phase characteristics for some 
configurations.  Most published papers utilize a fourth order state space model to approximate 
the system.  However, for laboratory scale systems the dynamics of the pumps may be 
important, and they should be considered. 
In this work a six state variables nonlinear state space model is presented, considering the 
tanks and the pumps dynamics. The parameters of the model were fit using experimental data, 
and the resulting model was linearized and used to test a Model Predictive Controller  on the 
experimental system.  Since only the levels of two of the tanks were measured, a Kalman 
filter was used to estimate the state variables.  All the simulations and the implementation of 
the control algorithms were performed using the free open-source software package 
ScicosLab. 
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Modeling, Simulation and Control for an Experimental Four

Tanks System using ScicosLab

Carlos F. Pfeiffer
Hφgskolen i Telemark
Porsgrunn, Norway

Abstract

For the last years, an interconnected four tanks system originally developed at
Lund University[3] has become popular for research and testing of advanced control
schemes in universities across the world. In this system, water is pumped through two
independent variable speed pumps, and flows are split using two three-way valves to
feed the tanks. Different experimental flow configurations can be achieved by modifying
the valves settings. The system is very challenging, since it is nonlinear, it is multi-
variable with strong variables interactions, and it may present non-minimum phase
characteristics for some configurations. Most published papers utilize a fourth order
state space model to approximate the system. However, for laboratory scale systems
the dynamics of the pumps may be important, and they should be considered.

In this work a six state variables nonlinear state space model is presented, consid-
ering the tanks and the pumps dynamics. The parameters of the model were measured
or fit using experimental data, and the resulting model was linearized and used to test
a Model Predictive Controller on the experimental system. Since only the levels of two
of the tanks were measured, a Kalman filter structure was used to estimate the state
variables. All the simulations and the implementation of the control algorithms were
performed using the free open-source software package ScicosLab 4.4.

1 System description

For the last years, an interconnected four
tanks system originally developed at Lund
University[3] has become popular for re-
search and testing of advanced control
schemes in universities across the world. In
this system, water is pumped through two
independent variable speed pumps, and
flows are split using two three-way valves to
feed the tanks, as described in figure 1. Dif-
ferent experimental flow configurations can
be achieved by modifying the valves set-
tings. The system is very challenging, since
it is nonlinear, it is multi-variable with

strong variables interactions, and it may
present non-minimum phase characteristics
for some configurations. Most published
papers utilize a fourth order state space
model to approximate the system [3, 2, 4].
However, for laboratory scale systems the
dynamics of the pumps may be important,
and they should be considered, as described
in the following section.

2 Model

The fundamental dynamic model for the
level of a simple cylindrical tank comes
from a mass balance, i.e. the change of wa-

1
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Figure 1: Four tanks interacting system

ter mass inside the tank = mass flow of wa-
ter coming in - mass flow of water coming
out:

dM(t)

dt
=ṁin − ṁout (1)

where M(t) represent the variation of mass
inside the tank, ṁin the total mass flow
of water coming into the tank, and ṁout

the total mass flow of water coming out the
tank. The model can be expressed with
volumetric flows by using the density of the
liquid, ρ:

dρV (t)

dt
=ρq̇in − ρq̇out (2)

Considering ρ constant dV (t) = A dh(t),
where A is the area of the base of the tank,
and h(t) is the level:

A
dh(t)

dt
= q̇in − q̇out (3)

Here a semi-empirical relation derived from
Bernoulli’s principle is often used to ap-
proximate the flow out of a tank as a func-
tion of the level: qout = ko

√
∆P , where ∆P

is the pressure difference across the output
orifice and ko a constant depending on the
characteristic of the output opening (ori-
fice or valve). Using ∆P = ρgh(t), where
g is the Earth gravity constant, we can
now approximate qout(t) = ko

√
ρg
√
h(t),

or qout(t) = c
√
h(t), where c = ko

√
ρg.

By expressing the output flow this way it
is straightforward to evaluate c experimen-
tally. This approximation gives good re-
sults when the level (and therefore the dif-
ference of pressure) is not close to zero, and
the diameter of the orifice is small.

Applying the mass balance equations to
the four tanks configuration we obtain:

dh1(t)

dt
= −c1h1(t)1/2

A1
+
c3h3(t)1/2

A1
+

γ1q1(t)

A1

(4)

dh2(t)

dt
= −c2h2(t)1/2

A2
+
c4h4(t)1/2

A2
+ (5)

γ2q2(t)

A2
(6)

dh3(t)

dt
= −c3h3(t)1/2

A3
+

(1− γ2) q2(t)

A3

(7)

dh4(t)

dt
= −c4h4(t)1/2

A4
+

(1− γ1) q1(t)

A4

(8)

where q1 is the total flow given by pump 1,
q2 is the total flow given by pump 2, and γ1

and γ2 are numbers between 0 and 1 rep-
resenting the fraction of the total flows q1

and q2 going to tanks 1 and 2 respectively.
Most publications assume that the dynam-
ics of the pump is much faster than that
of the tanks, modeling q1 and q2 as simply
being proportional to the pumps voltages:
q1 = k1v1 and q2 = k2v2. A more real-
istic model is given by the transfer func-
tion relating speed with input voltage for a
DC motor, and calculating the water flow
as proportional to the motor velocity. For
systems with high inertia and viscus forces,
the transfer function can be usually rep-
resented by an over-damped second order
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system with transfer function:

Ω(s)

V (s)
=

km
(τms+ 1)(τes+ 1)

(9)

Where Ω(s) is the angular velocity
(rad/sec), V (s) is the input voltage, τm
is the time constant of the pumps mostly
depending on mechanical parameters (mo-
ment of inertia and viscous forces), τe is a
time constant mostly depending of electri-
cal parameters (resistance, inductance) and
km is the gain of the motor. In practice, for
the variable speed pumps we expect τm to
be much bigger than τe, and the transfer
function for each pump could be approxi-
mated by first order systems. Using this
simplification we can add two equations to
the model:

dq1(t)

dt
= − 1

τ1
q1(t) +

k1

τ1
v1(t) (10)

dq2(t)

dt
= − 1

τ2
q2(t) +

k2

τ2
v2(t) (11)

where τ1 and τ2 represent a the time con-
stants of the pumps approximated as first
order systems, and k1 and k2 are the gains
of the pumps relating flow with voltage
(considering steady state flow proportional
to motor speed). These constants can be
evaluated experimentally by using a system
identification technique. The main contri-
bution of adding these equations is that
they consider the dynamics of the pumps,
i.e., that the flows are not instantaneous
functions of the pumps voltages.

3 Linear model

The four tanks and pumps dynamic model
can be linearized around an operation
point, resulting in the following model after

taking deviation variables:

dH1(t)

dt
= − c1

2A1

√
h1s

H1(t)+

c3

2A1h
1/2
3s

H3(t) +
γ1

A1
Q1(t)

(12)

dH2(t)

dt
= − c2

2A2

√
h2s

H2(t)+

c4

2A2h
1/2
4s

H4(t) +
γ2

A2
Q2(t)

(13)

dH3(t)

dt
= − c3

2A3h
1/2
3s

H3(t)+

(1− γ2)

A3
Q2(t)

(14)

dH4(t)

dt
= − c4

2A4h
1/2
4s

H4(t)+

(1− γ1)

A4
Q1(t)

(15)

dQ1(t)

dt
= − 1

τ1
Q1(t) + k1V1(t) (16)

dQ2(t)

dt
= − 1

τ2
Q2(t) + k2V2(t) (17)

Where Hi(t) = hi(t)−his, Qi(t) = qi(t)−
qis, for i = 1, 2, 3, 4, h1s and q2s represent
the steady state values for the tanks heights
and the water flows on the operating point.
For the deviation voltages, V1(t) = v1(t)−
v1s and V2(t) = v2(t) − v2s, where v1s and
v − 2s are the pumps steady state voltages
at the operating point.

This system of linear differential equa-
tions can be represented in matrix form as:

dX(t)

dt
= AX(t) + BU(t) (18)

where:

X(t) = [H1(t)H2(t)H3(t)H4(t)Q1(t)Q2(t)]′

(19)
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Table 1: Tanks parameters

Tank 1 Tank 2 Tank 3 Tank 4 Units

Ai 12.57 12.57 12.57 12.57 cm2

his 7.0 7.0 8.3 3.1 cm

ci 9.82 5.76 9.02 8.71 cm5/2

s

A =

− c1/A1

2h
1/2
1s

0 c3/A1

2h
1/2
3s

0 γ1/A1 0

0 − c2/A2

2h
1/2
2s

0 c4/A2

2h
1/2
4s

0 γ2/A2

0 0 − c3/A3

2h
1/2
3s

0 0 1−γ2
A3

0 0 0 − c4/A4

2h
1/2
4s

(1−γ1)
A4

0

0 0 0 0 −k1
τ1

0

0 0 0 0 0 −k2
τ2


(20)

B =



0 0
0 0
0 0
0 0
k1
τ1

0

0 k2
τ2


(21)

4 Parameters Identification

The areas of the four tanks are calculated
by measuring the diameters directly. All
tanks have an internal diameter of six cen-
timeters. The output orifices constants
were evaluated experimentally by stabiliz-
ing the tanks at a level of 7 centimeters us-
ing independent PI controllers with valves
settings γ1 = 0 and γ2 = 0, and mea-
suring the output flows qis. From here,

ci = qis/h
1/2
is . To evaluate the parame-

ters of the pumps, the valves were set at
γ1 = 1.0 and γ2 = 1.0 to feed only tanks
1 and 2, keeping tanks 3 and 4 empty, and
a step response identification technique was

Table 2: Pumps parameters

Pump 1 Pump 2 Units

Ki 6.94 8.72 cm3/s
V

τi 6.15 13.2 s

used to fit the second order response. Since:

H1(s)

Q1(s)
=

kT1

τT1s+ 1

where

kT1 =
2h

1/2
1s

c1

and:

τT1 =
2A1h

1/2
1s

c1

and from equation 10:

Q1(s)

V1(s)
=

k1

τ1s+ 1

The response to a step in input voltage
for tank one level is given by:

H(s)

V (s)
=

kT1k1

(τT1s+ 1)(τ1s+ 1)

The time response for a voltage step of
magnitude M is given by:

H1(t) = k1kT1M(1 +
τ1e
− t
τ1 − τT1e

− t
τT1

τT1 − τ1
)

The parameters kT1, τT1 where evaluated
using the values on table 1 and the time
response to a step was used to fit the val-
ues of τ1 and k1 using an non-linear least
squares parameter estimating routine. The
same procedure was used with tank two to
obtain the pump parameters indicated in
table 2.
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5 Open loop simulation

Simulation of the non-linear system is
straithforward in ScicosLab. ScicosLab is
an open source, free licensed software sim-
ilar to matlab, available from [5]. The four
differential equations describing the levels
and the two differential equations describ-
ing the flows are programed as a vector
function and solved with the ScicosLab rou-
tine ode. A simulation for an step change
on the pumps voltages of 1, γ1 = 0 and
γ2 = 0 when h1s = h2s = 7 is shown on
figures 2 and 3.

Figure 2: Tanks levels step response

Figure 3: Pumps flows step response

6 Linear Model Predictive Con-
trol

Linear Model Predictive Control (MPC) re-
quires a reasonable linear model of the sys-
tem. ScicosLab does not include a MPC
Toolbox with its standard distribution, but
it can readily be programed. For this work,
the first MPC approach described in[1] was
extended for mutivariable systems to con-
trol the levels on tanks 1 and 2. The con-
tinuous state-space representation is given
by equations 18, 19,20,21 and:

Y = CX (22)

with:

C =
[
110000

]
(23)

In order to eliminate steady state errors
on the presence of persistent disturbances
and model errors, the linear model is trans-
formed to a differences system and aug-
mented with integrators (one per each con-
troled output), producing the structure
given by equations 24 and 25 [1].

[
∆X(k + 1)
Y (k + 1)

]
=

[
AD 0
CAd I

] [
∆X(k)
Y (k)

]
+

[
Bd

CBd

]
∆U(k)

(24)

Y (k) =
[
0I
] [∆X(k)
Y (k)

]
(25)

Linear MPC with receding horizons should
minimize function 26, where np is the pre-
diction horizon and nc is the control hori-
zon, Rk is a reference vector, Yk is the out-
put vector, and ∆Uk is the vector of inputs
changes at the k sampling instant. Q and P
are weighting matrices (in practice usually
selected as diagonal matrices with positive

5
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elements on the main diagonal):

J
min

∆U1...∆Unc

=

np∑
k=1

(Rk − Yk)TQ(Rk − Yk)+

∆UTk P∆Uk
(26)

with nc ≤ np, ∆Uk = 0 for k = nc + 1, nc +
2...np and subject to constraints:

b1i ≤ Uk ≤ b1s (27)

b2i ≤ ∆Uk ≤ b2s (28)

b3i ≤ Yk ≤ b3s (29)

where b1i , b2i , b3i are lower bound vectors
and b1s , b2s , b3s are upper bound vectors.
This MPC formulation requires values for
all the sate variables. Since only the lev-
els of tanks 1 and 2 are measured, a
Kalman filter structure was used to esti-
mate the state vector (the covariance ma-
trices were tuned by trial and error to ob-
tain a satisfactory observer dynamics. Us-
ing a Kalman filter structure warranties a
stable observer). ScicosLab provides tools
to convert from a continuous state space
representation to a discrete one and to
solve the Riccati equations necessary for
the Kalman filter design. It also includes
two powerful quadratic programing rou-
tines to handle linear constraints: quapro
and qld. Once the required system matrices
and bound vectors are defined, the MPC al-
gorithm implementation in ScicosLab can
be stated with the following steps:

• Select a sampling time.

• Discretize the system (ScicosLab
cont2disc function).

• Obtain a differences model and extend
the discrete system with the outputs.

• Design an observer using a Kalman fil-
ter structure (ScicosLab ricc function).

• Define nc, np, Rk,Q,P , and the lower
and upper bounds of the constraints.

• Set up the Quadratic Programing
problem defined by26.

• Solve the Quadratic Programing prob-
lems (ScicosLab quapro and qld func-
tions).

• Calculate the new input vector by
adding ∆U1 to the present input and
feed it to the system.

• Update the control and prediction
horizons and repeat the process.

7 Experimental System Control

Even though ScicosLab was not originally
contemplated to work on line, it offers a
way to add functions by compiling and link-
ing C code. This facility was used to mod-
ify the routines given in the open toolbox
provided in [6] to communicate with a Na-
tional Instruments USB-6800 data acqui-
sition system to read the tank levels and
set the pumps voltages directly from Sci-
cosLab, allowing the using of the Model
Predictive Controller on line for sampling
times of one second and larger.

For the experiments the non-linear model
was linearized around levels values of 7 cen-
timeters for tanks 1 and 2, and the resulting
linear model parameters were kept constant
for all the experiments (except the valve pa-
rameters γ1 and γ2, which are set to their
known corresponding values in each exper-
iment). The MPC tuning parameters were
tested by trial and error to get an accept-
able performance, with a sampling time of
1 second. The developing of tuning control
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techniques for MPC is a subject of ongoing
research.

Figure 4 shows the levels for tanks 1 and
2 when a change of reference of 2 centime-
ters is applied in tank 1 and of 3 centime-
ters on tank 2, using values of γ1 = 0.9 and
γ2 = 0.9 for the three way valves.

Figure 4: Tanks levels step response

Figure 5 shows the effect of applying not
persistent disturbances consisting on block-
ing completely the output flow of water for
several seconds, first in tank 1, and then on
tank 2. For this experiment, γ1 = 1, and
γ2 = 0.5, with a sampling time of 1 sec-
ond and the same parameters for the MPC
as the previous controller. The plots show

Figure 5: Tanks levels response to a distur-
bance

how the disturbance control on thank 1
does not affect the level on thank 2, but the
control action to handle the disturbance on
tank 2 affects tank 1, as it is expected by
the interaction settings on the three ways
valves.

8 Conclusions

A sixth order dynamical model of a four in-
teracting tanks system with variable speed
pumps was presented, and it was used
to implement a linear MPC controller us-
ing ScicosLab. The controller was tested
with success on an experimental system,
communicating ScicosLab with a USB-6800
National Instruments Data Adcquisition
system using the NIDAQ-mx C API. It was
showed that ScicosLab is capable for MPC
developing and that it can also be used for
on line control in research with good re-
sults.
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Faculty of Technology, Department of Electrical Engineering, Information Technology and Cybernetics 

Telemark University College, P. O. Box 203, N-3901 
Porsgrunn, Norway  

 
 

Abstract—This paper describes an effective mathematical model 
of a hydropower plant and how a decentralized control strategy 
for frequency and terminal voltage can be simulated. Several 
dynamic equations are presented for each hydraulic element of a 
typical high head hydropower with ODEs (ordinary differential 
equations), as well as a fourth order model of synchronous 
generator with exciter is proposed for the modelling of generated 
electrical power and terminal voltage. This paper merged these 
two models and eventually results in a MIMO system. The 
frequency and terminal voltage were chosen as the control 
objectives according to the quality of power. For the control 
strategy, a PI controller coupled with droop characteristics was 
implemented for the frequency, and a decentralized controller 
with stabilizer was applied to terminal voltage control. The 
interactions of these two controllers are simulated and analyzed. 
The simulation results are presented and discussed. 

I. INTRODUCTION  

Hydropower is a renewable and safe energy compared to 
thermal and nuclear power. In Norway, hydropower covers 
close to 100% of the electricity production, so it is of interest to 
utilize this energy as efficiency as possible. With this purpose, 
it is important to develop models for hydropower system in a 
way suitable for developing modern control strategy. Such a 
modelling work is normally done separately either for 
mechanical power or the synchronous generator in the plant at 
present. Few simulations of their interactions have been carried 
out, and this is another purpose of modelling. 

 

Figure1. Overview of a typical hydropower plant. 

The plant in Figure 1 is a typical high head hydropower 
plant in Norway and also the modelling and control object of 
this paper. Normally, a dam is built after the water reservoir to 
accumulate water. At the intake, there always is a gate to 
control water flows from the reservoir to water conduits. This 
gate has been assumed opened with a constant value and 
ignored in modeling. The function of the surge tank is briefly 

to reduce water hammer pressure variations and keep the mass 
oscillations, caused by load changes, within acceptable limits 
and decrease the oscillations to stable operation as soon as 
possible [1]. There is an upstream surge tank and a downstream 
surge tank has been included in this paper. A water conduit 
after dam and a penstock after upstream surge tank guide the 
water flowing to the hydraulic turbine. There is another water 
conduit connecting downstream surge tank and downstream 
water reservoir. The hydraulic turbine is the mechanical part 
that transfers water kinetic power to mechanical power. There 
are two main kinds of hydraulic turbine in Norway: Francis 
turbine and Pelton turbine. For the Francis turbine, the water 
flows into the runner of the turbine through a guide vane with 
adjustable opening to control the rotation speed of the runner. 
For Pelton turbine, the water flows into runner bucket as a jet 
from a nozzle. The rotation speed is controlled by needle 
opening. The hydraulic system from reservoir to turbine 
supplies mechanical power. Modelling of it is called 
mechanical power modelling in this paper. Furthermore, there 
are several synchronous generators in the power house to 
transfer mechanical power to electrical power to the grid for 
peoples’ everyday use. Modelling of them is called electrical 
power modelling. It is assumed the electrical part is a single 
machine connected to infinite bus (SMIB) model   

II. MODELLING OF MECHANICAL POWER 

The modeling process of mechanical power is shown in 
Figure 2. There are two reservoirs and two surge tanks, which 
are located respectively in upstream and downstream, a 
hydraulic turbine, water conduits and penstocks connecting the 
other elements. The mechanical power is the output from this 
system, and the gate opening is the manipulated variable. The 
gate here is an effective opening of the guide vane of Francis 
turbine or nozzles of Pelton turbine.  It was assumed that the 
water head of the reservoirs are constant.  

rH 1sH1lossH

1,A 1L

1Q

pL,pA
1sA

disQ

disQ

2sH

2sA

TH 2lossH

2,A 2L
2Q

GateOpening

mP
netH

1s outQ

2s outQ

poutH

 
Figure 2. Flowchart for modeling mechanical power of a 

hydropower plant. 
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In this paper, the friction term of fluid, in water conduit 
and penstock model, is expressed as a head loss which is 
derived from Darcy–Weisbach equation considering that the 
direction of the flow can be inversed, and then it can be 
described as: 

22 2
loss r r

v v Q QL L
f f

D g D g A
H

⋅ ⋅
= ⋅ ⋅ = ⋅ ⋅

⋅                     
(1) 

where: 
A Cross sectional area of pipe, m2 

D  Internal diameter of pipe, m 
fr

 Friction factor, dimensionless 
g Gravity acceleration, m2/s 
L Length of the pipe, m 
Q  Average volume flow, m3/s 

v  Average fluid flow, m/s 

A. Reservoir 

Upstream reservoir is the water resource for the 
hydropower. After producing power, the water is gathered in 
downstream reservoir or directly flow into river.  It has been 
assumed here the water levels of reservoirs are constant. In 
other words, Hr and HT in Figure 2 are constant. 

B. Penstock 

Penstock is an enclosed pipe that delivers water to 
hydraulic turbine. Then Elasticity of water is only included in 
penstock model, not in all the models which can be an open 
volume. Penstock construction material can be cerement, 
plastic or other things, what just make a difference of friction in 
modelling. Furthermore, it is also assumed there is no water 
leakage. The dynamics of penstock have been simplified as just 
one discrete space element from a set of partial differential 
equations [2], which considered one-dimensional water flow 
through a chosen plane area [3].  

1( )pin p
s pout lossp

p

dQ g A
H H H

dt L

⋅
= − −

            

(2) 

( )pout
pin pout

dH
Q Q

dt
κ= ⋅ −                    (3) 

2

p p

a

g A L
κ =

⋅ ⋅
                            

(4) 

where: 
AP Cross sectional area of penstock, m2 

Lp Length of the penstock, m 

Qpin Inlet flow of penstock, m3/s 

Qpout Outlet flow of penstock m3/s 

Hs1 Water head of upstream surge tank, m 

Hpout Water head at Outlet of penstock, m 

Hlossp Head loss along penstock, m 

a Water pressure wave velocity, m/s 

C. Surgetank 

The surge tanks are open volume in this paper which means 
there is no air or water compressed when water level increases 
inside it. The surge tank equations are derived from the 
continuity of flow at the two junctions. The hydraulic losses at 
orifices of each surge tank have been neglected [4].  

For upstream surge tank: 

1
1 1 1

s
s s in s out

dH
A Q Q

dt
⋅ = −

                         
(5) 

For downstream surge tank: 

2
2 2 2

s
s s in s out

dH
A Q Q

dt
⋅ = −

                          
(6) 

where: 
AS1 Cross sectional area of upstream surge tank, m2 

As2 Cross sectional area of downstream surge tank, m2 

Qs1in  Inlet flow of upstream surge tank, m3/s 

Qs2out  Outlet flow of upstream surge tank, m3/s 

Qs2in  Inlet flow of downstream surge tank, m3/s 

Qs2out  Outlet flow of downstream surge tank, m3/s 

Hs2 Water head of downstream surge tank, m 

D. Water  Conduits 

The model of water conduit has been simply derived from 
Newton’s second law without considering elasticity of water: 

F m a= ⋅                                     (7) 
dv

p A m
dt

∆ ⋅ = ⋅
                                

(8) 

The ∆p is the pressure difference between inlet and outlet.  

Taking the conduit1 as an example, its inlet pressure is 
from the reservoir, and its outlet pressure is equal to pressure 
from surge tank. Considering the head loss along the penstock, 
the Equation (3) can be developed as: 

1 1 1( )r s loss

dv
m g H H H A

dt
ρ⋅ = ⋅ ⋅ − − ⋅

                   
(9) 

with 1 1m L Aρ= ⋅ ⋅ , 1

1

Q
v

A
=  

Then the dynamic ODE of flow for conduit1 now can be 
stated as: 

1 1
1 1

1

( )r s loss

dQ g A
H H H

dt L

⋅= − −                      (10) 

Correspondingly, the dynamic equation for the conduit2 which 
joins the downstream surge tank to the tail reservoir is: 

2 2
2 2

2

( )s T loss

dQ g A
H H H

dt L

⋅= − −                    (11) 

where: 
A1,2

 Cross sectional area of conduit 1,2,  m2 

Hloss1,2 Head loss along conduit 1, 2, m 

Hr Water head of upstream reservoir, m 

HT Water head of downstream reservoir, m 

L1,2 Length of the conduit1, 2, m 

Q1,2 Average volume flow along conduit1, 2 m3/s 

E. Hydraulic Turbine 

The general mechanical power from water, no matter which 
kind of the turbine it is, can be stated as: 

m net disP g H Qη ρ= ⋅ ⋅ ⋅ ⋅                         (12)       

The net head is identical to the difference of water heads of 
two surge tanks minus some head loss: 

2 3net pout s lossH H H H= − −                      (13) 

The discharged flow into the turbine is related the type of 
turbine. It is all generally applied as an effective gate opening 
OP [5]. Then, the discharged flow is formulated as 
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dis P netQ k A OP H= ⋅ ⋅ ⋅                            (14) 

dis poutQ Q=                                  (15) 

The flow before the turbine and after turbine is assumed 
identical. The gate opening OP is simulated as a linear function 
depends on time, every second it can move 1% of full opening. 

1OP t∆ = ⋅ ∆                                    (16) 

Symbolist for Equation (12)-(16): 

Hnet 
Net head to Turbine, m 

Hpout Outlet head of penstock, m 
k Gate constant, dimensionless 
OP   Effective gate Opening, % 
Pm Mechanical power, W 

Qdis Discharge flow to Turbine, m3/s 
η  Turbine efficiency 

F. Model testing 

A gate close situation is simulated. At time 200sec, the gate 
is closed from 50% to 35%, ramping down 1% per second. The 
resulting mechanical power is shown in Figure 3. There is an 
inverse response of power when gate closed. It is because the 
flow continuously reduced, but the water head is suddenly 
increased due to smaller passage. The pressure before turbine 
and net head across turbine, which is shown in Figure 4, should 
not be too high that it may damage the turbine or penstock. 
Therefore, the gate should be controlled very carefully.  

 
Figure 3. Mechanical power when gate is closed. 

 
Figure 4. Water heads when gate is closed 

 
Figure 5. Flow rate when gate is colsed 

III.  MODELING OF ELECTRICAL POWER 

In this paper, a synchronous generator model is presented 
with simplification of Park transformation [6]. But it is enough 
to analyze the electrical transient. A fourth order model [7] 
with ODEs is as below: 

Electrical equations: 

'
' ' '
0 ( )q

d d d d q fd

dE
T X X I E E

dt
⋅ = − ⋅ − +                   (17) 

'
' ' '
0 ( )d

q q q q d

dE
T X X I E

dt
⋅ = − ⋅ −                        (18) 

Terminal equations: 
' '

td d a d q qU E R I X I= − ⋅ − ⋅                         (19) 

' '
tq q a q d dU E R I X I= − ⋅ + ⋅                         (20) 

' ' ' '( )e d d q q d q d qP E I E I X X I I= ⋅ + ⋅ + − ⋅ ⋅              (21) 

2 2
t td tqU U U= +                                   (22) 

Rotor motion equations: 

0 ( 1)
d

dt

δ ω ω= ⋅ −                                    (23) 

,( , )m p u e

d d
M P P Dp

dt dt

ω δ⋅ = − − ⋅                            (24) 

With δ and consider the voltage from infinite bus, the terminal 
voltages can also be stated as [8]: 

0 sintd e d e qU V R I X Iδ= − ⋅ + ⋅ + ⋅                       (25) 

         0 costq e q e dU V R I X Iδ= ⋅ + ⋅ − ⋅                        (26) 

The exciter here is simply treated as a second order [9] 
dynamic model: 

 ( )fd
E E r t s fd

dE
T K U U U E

dt
⋅ = ⋅ − − −                    (27) 

fds
FE F s

dEdU
T K U

dt dt
= ⋅ −                            (28) 

Symbolist for Equation (17)-(28): 

Dp Damping coefficient, dimensionless 
'
dE  d axis transient voltage, p.u 
fdE  d axis field voltage, p.u 
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'
qE
 q axis transient voltage, p.u 

Pe Electrical power, p.u 
Pm(p,u) Mechanical power, p.u 
Id d axis armature current, p.u 
Iq q axis armature current, p.u 
J Generator inertia constant, dimensionless 
KE Exciter gain, dimensionless 
KF Stabilizer gain, dimensionless 
Ra Armature resistance, p.u 
Re Equivalent resistance of transmission lines, p.u 

'
0dT  d axis open circuit time constant, second 

'
0qT
 q axis open circuit time constant, second 

TE Exciter time constant 
TFE Stabilizer circuit time constant 
Ut Generator terminal voltage, p.u 
Utd d axis component of terminal voltage, p.u 
Utq q axis component of terminal voltage, p.u 
Ur Reference voltage, p.u 
Us   Stabilizer voltage, p.u 
V0 Infinitive bus voltage, p.u 

dX  Synchronous reactance, p.u 
'
dX  d axis transient reactance, p.u 

qX  q axis synchronous reactance, p.u 
'
qX  q aixs transient reactance, p.u 

eX  Equivalent reactance of transient line, p.u 

A. Model Testing  

For testing this model, a short circuit error situation is 
simulated at 1.1s and recovered at 1.2s, results shown in Figure 
6 and Figure 7. Notice that the voltage control is in closed-loop 
during the simulation. The terminal voltage was suddenly set to 
zero because of the short circuit, and it leaded to unexpected 
oscillations of electrical power. In the meanwhile, the 
excitation voltage, the manipulated variable for terminal 
voltage, went up to increase the voltage to reference point 
again. Apparently, the change of terminal voltage has caused 
oscillation of electrical power. From Equation (24), it will 
result in oscillation of angular speed, equilibrium to oscillation 
of frequency which should be as stable as possible. To obtain a 
constant frequency normally requires control actions for 
mechanical power. Therefore, the voltage control and 
frequency control sequentially should be implemented 
simultaneously for the hydropower system. This paper only 
presented a decentralized control with two separate controllers, 
which was discussed in next section. The generated electrical 
power was assumed thoroughly consumed. There is no 
mathematical modeling of detailed electric grid with load 
included.  

 

Figure 6. Simulated electrical power with a short circuit error 

 
Figure 7. Simulated terminal voltage of excitation voltage with 

a short circuit error 

IV.  CONTROL STRUCTURE 

The modeling results in a MIMO system, the mechanical 
power from water and excitation voltage of synchronous 
machine are the inputs, while the frequency and voltage are the 
outputs in this system. A traditional PI controller was 
implemented with this model for frequency and another 
controller for voltage. This interacted and controlled MIMO 
system working process is shown in Figure 8. 

mPGateOP ω

fdE

eP δ

tV  

Figure 8. Flow chart of controlled MIMO hydropower system 

A. Frequency Control 

The frequency control is equal to the speed control or the 
active power control of the hydraulic turbine. The controller 
should comply with the main purpose, which is to keep the 
rotational speed stable and constant of the turbine-generator 
unit at any grid load. In other words, it should respond to any 
change of electrical power.  

When a real hydropower plant is connected to an isolated 
load, in case of a load decrease, the excess power will 
accelerate the rotation of the turbine. Then the controller 
should reduce turbine speed that means deceleration of the 
water in the penstock and corresponding pressure rise and 
oscillations. However, to avoid it approaching to bearable 
pressure for turbine and penstock, closing rate should be 
limited. To fulfill and balance these two opposite demands, a 
PI controller has been implemented. Since the SMIB 
assumption, this PI controller was implemented with a droop 
characteristic, which is a traditional control method to decide 
how much a single machine should contribute to the network at 
present, for active power and frequency. The droop relationship 
[10] for them is described as: 

nom nom

f P
Dr

f P

∆ ∆= − ⋅                                 (29) 
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Every simulation control interval, the function of droop 
characteristic will calculate deviation of frequency and obtain 
a reference power for PI controller as  

1
,new old

new nom old ref new
nom

f f
P P P P P

Dr f

−= − ⋅ ⋅ + =       (30) 

B. Voltage Control 

The voltage control was carried out with the generator 
excitation control using a controller with a stabilizer. The 
controller was embedded in the second order model of exciter, 
which is shown in Equation (27), (28). The purpose of the 
controller is to hold the terminal voltage magnitude of a 
synchronous generator at a specific value. An increase in 
reactive power load of the generator should be accompanied by 
a drop in the terminal voltage magnitude. This voltage is 
rectified and compared to a set point signal. The difference of 
them input into a controller and then it controls the exciter field 
and increases the exciter voltage. Thus, the generator field 
current is increased, which results in an increase in the 
generated voltage [11].  

V. RESULTS AND DISCUSSION 

From Figure 8, it can be seen that the mechanical power, 
electrical power, frequency, phase angle and terminal voltage 
are interacting with each other. These mutual effects also can 
be seen from Equation (17) to Equation (26). Even with these 
effects, two decentralized controllers still perform working 
effectively with disturbances. Because this paper presumed it is 
a single machine to infinite bus system, the disturbances have 
been simulated as a suddenly frequency step change and 
voltage change in the infinite bus. These disturbances were 
added to the process compulsorily, not simulated as 
mathematical functions. That means during simulation process, 
when these disturbances happen, they would last for several 
seconds. In such a period, how a single machine in a 
hydropower plant response to the disturbance can be observed.  

In all simulations with controllers, what should mention are 
the oscillations in the beginning, it is because when combining 
the electrical power model and mechanical power part, the 
system needs some time to be initialized. The physical meaning 
of this situation can be explained like what happens when a 
generator injects to the electrical grid. 

• Simulation results with a frequency disturbance of 
51Hz at period 25s to 35s.  

As it can be seen in Figure 9, when the system got this 
disturbance, the gate moved towards to a smaller opening with 
its characteristic steps to get a smaller mechanical to reduce the 
rotation speed. In other words, it was to reduce the frequency. 
After the disturbance ends, the gate moved back to its working 
point when it was at 50 Hz. And consequently, the mechanical 
power was also raised up. After the gate finished its 
movements, the mechanical power got some waves. It is 
because of the dynamics of the hydraulic system.  

 

Figure 9. Simulation results of gate controller with a 
frequency disturbance 

When the disturbance happened, there was a small effect to 
terminal voltage what is shown in Figure 10. The exciter 
maintained the terminal voltage quite well. It reduced to a 
smaller value, when got a disturbance. This is because the 
when the mechanical power is decreased, the electrical power 
will correspondingly should be reduced. Then, the excitation 
voltage should be smaller to keep the terminal voltage at its 
reference point. The control response of exciter can be seen 
rather faster than the gate. This is reasonable and practical. A 
turbine is mechanical equipment bearing high pressure and tons 
of water.  Its movement is certainly slower than the electrical 
voltage generation with several windings. 

 

Figure 10. Simulation results of voltage controller with a 
frequency disturbance  

• Simulation results with a voltage disturbance of 0.9 p.u 
at period 20s to 25s. 

Firstly, the controlling of excitation voltage can be seen in 
Figure 11. It responded very quickly, and it went up to get a 
higher terminal voltage. Due to its quick response, the voltage 
also got a deviation after the disturbance ended. But again, the 
exciter forced it back to its nominal working point. This control 
result is acceptable. 
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Figure11.Simulation results of voltage controller with a 
voltage disturbance  

However, when there was voltage disturbance, it caused 
some oscillations on the mechanical power control that can be 
seen in Figure 12. Terminal voltage changed means the 
electrical power changed, which is also presented in Figure 6; 
the frequency sequentially got a deviation from its nominal 
point. To control the frequency, the gate started to act. But 
because of interactions between electrical power control and 
mechanical power control, it caused some oscillations till the 
system went stable again.  
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Figure12. Simulation results of gate controller with a 

voltage disturbance  

These simulations presented a simple model with a 
traditional and most common controller for power system. It 
shows there are still some interacting effects with two 
decentralized controllers. By this model, it can be analyzed why 
oscillations happen. Furthermore, since there are thousands of 
generators in the system and many different hydropower plants 
in the electrical net, to reduce oscillation in the electrical grid, 
to use less water make more power, a more advanced modern 
control strategy can be figured out with this modelling work.  
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Paper 13 
Title: Modeling of aluminum in water treatment process 
 
Jani Tomperi  
University of Oulu, Finland 
 
Keywords: Aluminum, Water Treatment, Modeling, Variable Selection, MLR, PLS 
 
Surface and groundwater by itself contains fairly little amount of aluminum, excluding some 
exceptions. However, aluminum sulfate is used as a flocculating agent in water treatment 
process to coagulate impurities of the water. Flocculated impurities can be removed for 
instance by filtering or skimming.  The quality of water treatment process can be valued by 
measuring residual value of aluminum. 
 
High quantity of aluminum in drinking water causes the pipeline corrosion and has negative 
influences to health. E.g. nerve damages, allergies and Alzheimer disease are connected to 
high intake of aluminum from food and drinking water. Aluminum may even be mutagenic 
and carcinogenic. Taking account of all these disadvantages it is essential to use proper 
dosage of aluminum sulfate in water treatment process to reach an optimal purification level 
of water and avoid high residual quantity in drinking water. In this paper residual value of 
aluminum in water treatment process is studied and modeled. The goals of the study are to 
find the most significant variables affecting to quantity of residual aluminum and create a 
prediction model to predict the residual aluminum in a water treatment process. The case 
process is a chemical water treatment plant in southern Finland. Plant uses mainly the surface 
water from the lake nearby.  
 
On-line process data and laboratory measurement data is used in data analysis and modeling. 
Data covers the whole year 2010. Laboratory measurements are done at least once every 
working day. On-line process data is first hour averaged and combined with laboratory 
measurements data. Outliers and clearly incorrect values are manually filtered and 
interpolation is used to fill the missing data values. Every measuring variable in combined 
dataset is scaled between [-2, 2] using a nonlinear scaling method. Forward variable selection 
method is used to select the significant variables. Dataset includes over 60 variables so 
variable selection is an important part of data analysis. 
 
Prediction models are created using Multiple Linear Regression (MLR), Partial Least Squares 
(PLS) and neural network. Data processing and modeling are done with Matlab (Mathworks, 
Inc., Natick, MA). 
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Abstract: In water treatment processes aluminum salts are widely used as coagulation chemical due to their 

efficiency in coagulation and flocculation processes. Aluminum is proved to be at least a minor health risk 

and some evidence points that aluminum could have a positive affect to Alzheimer’s disease. Therefore it is 

important to minimize the residual aluminum in drinking water or in water used at food industry, to be on the 

safe side. In this study data of a water treatment plant was analyzed and the residual aluminum in drinking 

water was predicted using Multiple Linear Regression (MLR) and Neural Network (NN) models. The 

purpose was to find out which variables affect to the amount of residual aluminum and create a simple and 

reliable prediction model which can be possibly used in an early warning system (EWS) or for automatic on-

line control. A nonlinear scaling method was used to scale all measurement variables to range [-2…+2] 

before data-analysis and modeling. Results showed that it is possible to predict the baseline of residual 

aluminum in drinking water but peak values could not be predicted with a simple model. Variables that 

affected the most to amount of residual aluminum are among others: raw water temperature, raw water 

KMnO4 and PAC/KMnO4-ratio. 

 

Keywords: Water treatment process; Residual aluminum; Nonlinear scaling; Modeling; Multiple linear 

regression; Neural Network 

 

 

 

1. INTRODUCTION 

 

1.1 Surface water treatment process 

 

Surface waters are most commonly treated with 

chemical coagulation. Coagulant chemicals like 

aluminum or iron salts are added into the raw 

water followed by rapid mixing and decreasing 

slow mixing in chambers. In flocculation process 

the coagulant chemical reduces the electrical 

charge of hydrophobic particles and allows them 

to stick together and form larger particles, flocs. 

Flocs are removed from the water by 

sedimentation, dissolved air flotation or filtration 

processes. After floc removal water is passed to 

the next stage of treatment: oxidation, filtration, 

ozonation and disinfection. Coagulation, 

flocculation and filtration processes remove 

suspended and dissolved contaminants, harmful 

chemicals, turbidity and color components from 

the raw water. Also the bacterial and virus level 

can be reduced. The efficiency of the coagulation-

flocculation process depends on raw water 

quality, coagulant chemical and dose, mixing 

conditions and pH of the water. [WHO 2008, 

Driscoll and Letterman 1995] 

 

1.2 Aluminum  

 

Aluminum is the most abundant metal (8% by 

weight) in the Earth’s solid surface and it is very 

reactive. Aluminum occurs naturally in water, soil 

and air. Due to its reactivity aluminum does not 

occur in soil as a free metal but combined in tens 

of different minerals.  

 

Also in natural waters aluminum can occur in 

different forms. The concentration of aluminum in 

natural waters can vary significantly depending on 

various physicochemical and mineralogical 

factors. The aluminum intake level from drinking 

water varies according to the aluminum level in 

raw water and whether aluminum coagulants are 

used in water treatment process. Intake from food 

and water is unavoidable but only 5% of the total 

intake is from drinking water. Major part (5 

mg/day) of the total intake is from food and its 
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additives. Contribution of intake from air is 

generally negligible. [WHO 2008, WHO 2003] 

 

1.3 Aluminum in water treatment process 

 

Aluminum salts are widely used as a coagulant 

chemical in water treatment processes to reduce 

organic matter, color and turbidity of the raw 

water. Aluminum has good ability to coagulate 

and flocculate both organic and inorganic 

compounds. However, using aluminum salts in 

water treatment process may lead to increased 

concentration of aluminum in drinking water. The 

residual aluminum also increases the water 

turbidity and may have some health effects to 

consumers. Aluminum hydroxide may also 

deposit on the walls of the pipes decreasing 

carrying capacity [Driscoll and Letterman 1995]. 

 

The field study of [Driscoll and Letterman 1995] 

suggested that to decrease the concentration of 

residual aluminum in drinking water it is 

necessary to maintain the pH of treated water near 

the pH of minimum aluminum solubility, 

remembering that this value varies with 

temperature. It was observed that the 

concentration of residual aluminum was affected 

by the pH of coagulation, the treated water pH, 

and the temperature of water. The aluminum 

concentration was proportional to the turbidity of 

the water. They suggested that the pH should be 

varied in response to seasonal changes in 

temperature. [Driscoll and Letterman 1995] 

 

1.4 Health effects of aluminum 

 

Reported minor symptoms of high level of 

residual aluminum in drinking water are nausea, 

vomiting, diarrhea, mouth and skin ulcers, rashes 

and arthritic pain. Symptoms are generally mild 

and short-lived. [WHO 2003]  

 

There are very conflicting researches on more 

serious health effects of aluminum for humans 

and animals. Environmental factors, target groups 

etc. of the different studies varies greatly and 

therefore it cannot be said with certainly that the 

residual aluminum in drinking water by itself is 

the main affecting factor for serious health effects.  

 

The report of World Health Organization at 1997 

said that positive relationship between aluminum 

in drinking water and Alzheimer’s disease cannot 

be totally dismissed. Three studies out of six 

epidemiological studies showed positive 

relationship between aluminum in drinking water 

and dementia or Alzheimer’s disease. It has been 

hypothesized that aluminum exposure is an 

increased risk factor for the development or 

acceleration of onset of Alzheimer’s disease in 

humans. [WHO 2008, McLachlan et al. 1996] On 

the other hand, Canadian Study of Health and 

Aging claims that residual aluminum in drinking 

water does not increase the risk of Alzheimer’s 

disease. [Leakey 2004] 

 

 

2. DATA ANALYSIS 

 

All data analyses were done with Matlab version 

7.8 (The MathWorks Inc.) using Matlab 

Toolboxes and self-created scripts.  

   

2.1 The water treatment plant 

 

The data was collected from the water treatment 

plant of Finnsugar Ltd. in Kirkkonummi, Finland. 

This chemical treatment plant uses surface water 

from a lake nearby (Humaljärvi), an artificial lake 

(Pikkala) or mixture of these two sources as raw 

water. Before adding the coagulation chemical the 

pH of raw water is adjusted to the optimal value 

with calcium hydroxide. Water is treated with 

chemical flotation and PAC filtration. Aluminum 

based coagulation chemical PAX-14 (Kemira 

Kemwater) is used in coagulation process. 

Coagulation chemical dose is controlled as a 

function of raw water KMnO4 (Potassium 

permanganate) value. After the filtration pH of the 

water is again adjusted to the optimal level for 

distribution. UV-radiation and sodium 

hypochlorite are used for disinfection. 

 

During the period of data collection presented in 

this paper the long-term mean value of residual 

aluminum in drinking water produced in the water 

treatment plant of Finnsugar Ltd. was under half 

of the quality recommendation maximum target 

value (0.2 mg/l) defined in the Health Protection 

Act of the Finland’s Ministry of Social Affairs 

and Health [FINLEX 2001]. Thus, a high amount 

of residual aluminum in drinking water is not a 

serious concern in Finnsugar Ltd water treatment 

plant. Even so, Finnsugar Ltd has a great interest 

to find out which variables effect to the amount of 

residual aluminum and use this information to 

minimize it. 
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2.2 Dataset 

 

The original dataset included tens of online 

measurement variables and several laboratory 

measurements of the raw and drinking waters with 

good quality. Unnecessary and too rarely 

measured variables were left out and only 

measurements which could be used for prediction 

of residual aluminum in drinking water were left 

in the final dataset. Thus, the final dataset 

included 25 on-line measurement variables, 10 

laboratory measurements of raw water and 6 

measurement variables of drinking water. 

Measurements of drinking water were not used in 

modeling. Measured laboratory variables were  

- pH 

- KMnO4  

- turbidity  

- hardness  

- color  

- conductivity  

- smell  

- chlorine  

- bacteria  

- aluminum 

 

The dataset used in analysis and modeling 

covered a period of 16 months. 

 

Laboratory measurements of the raw and drinking 

waters were done at least once in every working 

day. The on-line measurements were originally 

stored at 5 minutes interval to plant’s database. 

The on-line measurements were averaged to one 

hour data before combined with the laboratory 

measurement data. Laboratory measurement 

values were combined to the corresponding hour 

of on-line measurement data. Missing data values 

were added by linear interpolation and few 

evident outliers were manually filtered out. Time 

delays were not taken into account in the data 

analysis because changes in the water treatment 

process are generally slow and delays between the 

different measurement points are negligible, 

according to process expert. 

 

2.3 Nonlinear scaling 

 

A dataset which contains several different 

measurement variables has to be scaled before 

data analysis to avoid incorrect results. In this 

work dataset was scaled between [-2…+2] using a 

nonlinear scaling method.  

 

Nonlinear mapping function has been developed 

to extract meanings of variables from 

measurement signals. These functions are called 

membership definitions. Membership definitions 

map the real values of variables to the range of [-

2…+2].  Thus, a normal scaling to range [-1…+1] 

is combined with handling of warnings and 

alarms. A trapezoidal membership function which 

is based on the support and core areas defined by 

fuzzy set theory is used to define the concept of 

feasible range. The support area is defined by the 

minimum and maximum values of the variable. 

The value range is divided into two parts by the 

central tendency value. The core area is limited by 

the central tendency values of the lower and upper 

part. The mapping function contains one 

monotonously increasing function for the values 

between -2 to 0 and one monotonously increasing 

function between values 0 to +2. Membership 

functions consist of two second order polynomial: 

one for the negative values and one for the 

positive values. Because the scaling idea is based 

on the membership functions of fuzzy set systems 

these values are called linguistic values. Detailed 

description of this nonlinear scaling method is 

presented in [Juuso 2010, Juuso 2011]. 

 

 

3. DATA MODELING 

 

Prediction models were made to predict the 

amount of residual aluminum in drinking water. 

Models were created using a Multiple Linear 

Regression (MLR) and Neural Network (NN). 

Variable selection was done using a forward 

selection method. Also manually selected 

variables were used in modeling. The purpose of 

manual variable selection was to simplify and 

improve the performance of the created models. 

 

3.1 Multiple Linear Regression 

 

Multiple linear regression (MLR) can be used to 

describe the relationship between a set of 

independent variables and a dependent variable, to 

predict future scores on the dependent variable or 

to test specific hypotheses based on scientific 

theory or prior research. A linear equation is fitted 

to observe independent variables. MLR equation 

can be written as 

  

Y = b0 + b1X1 + b2X2 +…+bnXn + e (1) 
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,where b0 is a constant value, X1…Xn are 

independent variables, b1…bn are corresponding 

regression coefficients and e is the error in 

prediction. MLR equation is thus weighted linear 

combination of the independent variables.  

[Matlab 2011, Tranmer and Elliot 2008, Audone 

and Giunta 2008] 

 

3.2 Neural Network 

 

The neural network modeling was done using the 

Matlab Neural Network Toolbox.  

 

Multilayer perceptron (MLP) is a feedforward 

artificial neural network. MLP consists of at least 

three layers: an input layer, one or more hidden 

layers and an output layer. MLP utilizes a 

supervised learning technique called back-

propagation for training a network. Data samples 

are used for training the network. [Pal and Mitra 

1992, Beale et al. 2010] 

 

The neural network used in this work consisted of 

measured variables as inputs, predicted value of 

residual aluminum as output and one hidden layer 

(5 neurons). Resilient back-propagation (trainrp) 

was used as the training function and mean 

squared error (mse) as the performance function. 

Hyperbolic tangent sigmoid (tansig) transfer 

function was used for the hidden layer, and the 

linear (purelin) transfer function for the output 

layer.  

 

 

4. RESULTS AND DISCUSSION 

 

4.1 General study 

 

Before creating prediction models for the residual 

aluminum the combined on-line and laboratory 

measurement dataset was studied. The purpose 

was to find out significant correlations between 

measured variables and residual aluminum. As 

said earlier, all measurements were scaled with 

nonlinear scaling method and missing values were 

added by interpolation. Nonlinear scaling 

improved the ability to identify interdependencies 

of measurement variables and changes in one 

specific trend line compared to original data 

trends. 

 

It was noticed that results of correlation 

determination varied depending on the order of 

the nonlinear scaling and data interpolation. In 

Table 1 is shown variables which had highest 

correlation coefficient with residual aluminum 

when measurement dataset was not scaled or 

interpolated. Only laboratory measurements of 

raw water had high correlation to residual 

aluminum and on-line measurements had very low 

correlation coefficients. In Table 2 are the 

correlation coefficients when dataset was first 

scaled and then interpolated. Good correlation of 

some on-line measurements was now revealed. 

Number of variables with good correlation and 

values of correlation coefficients decreased when 

the original data was at first interpolated and then 

scaled.  

 

Using only the scaled on-line and laboratory 

measurement data at the exact time of drinking 

water measurements sampling (I.e. interpolation 

did not affect to results of correlation calculation) 

improved slightly the correlation coefficients of 

residual aluminum.  

 

Table 1. Correlation coefficients of the residual 

aluminum (original dataset). 

Correlation 

coefficient Variable 

0.82 Raw water color (lab) 

0.81 Raw water pH (lab) 

0.79 Raw water KMnO4 (lab) 

0.78 Raw water smell (lab) 

0.76 Raw water smell, heated (lab) 

0.37 Raw water conductivity (lab) 

 

 

Table 2. Correlation coefficients of the residual 

aluminum (scaled and interpolated dataset). 

Correlation 

coefficient Variable 

-0.61 Raw water temperature (on-line) 

0.51 Raw water color (lab) 

0.50 PAC/KMnO4 (on-line) 

0.50 Raw water KMnO4 (on-line) 

-0.37 Raw water pH (lab) 
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Data analysis showed that the residual aluminum 

in drinking water was also highly correlated with 

the turbidity and temperature of drinking water. 

These variables were ignored in data analysis and 

modeling because these measurements cannot be 

used in real life to predict the residual aluminum 

in drinking water as early stage of the water 

treatment process as possible. 

 

Trend lines of residual aluminum and highest 

correlated variables are shown in Figure 1. 

Seasonal changes in raw water temperature are 

clearly seen. The amount of residual aluminum is 

high when raw water is cold even if the raw water 

KMnO4 and PAC-dosage are at low level. When 

raw water temperature is higher and raw water 

KMnO4 rises the amount of residual aluminum is 

relatively low. This shows the fact that the 

effectiveness of the water treatment process on the 

view of residual aluminum is better when raw 

water is warmer. Winter and cold raw water 

causes challenges also to this water treatment 

process - like many other water treatment 

processes around the world. 

 

 

 
Figure 1. Trend lines of residual aluminum and measurement variables. From top to down: Residual 

aluminum, raw water temperature, PAC/KMnO4, raw water color, raw water KMnO4, raw water pH and 

PAC-dosage. 
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4.2 Prediction models 

 

Processing method of the dataset naturally affects 

also to accuracy of prediction models and the 

selection of processing method must be done 

carefully. 

 

Prediction models were trained using ¾ of the 

data and tested using the final ¼ of the data. At 

first the variables for the modeling were selected 

by a forward variable selection method. Using 

these variables the best prediction model could 

not been created and the final variable sets were 

selected manually. This was done to create as 

simple as possible prediction model that could 

predict the residual aluminum reliably, not to 

create a perfect mathematical model. Created 

model could be thereby used easily for on-line 

control or in an early warning system (EWS) if 

necessary.  

 

During modeling session it was noticed that there 

are several different combinations of measuring 

variables that could be used in modeling the 

residual aluminum with fairly good accuracy. 

Only the best results are presented in this paper. 

 

In Figure 2 is shown the result of one MLR 

prediction model testing period. Variables used in 

model were raw water temperature, raw water 

KMnO4 and PAC-dosage. The baseline of the 

residual aluminum prediction is fairly good. 

Modeled residual aluminum follows the changes 

of measured residual aluminum but peak values 

could not be predicted. This is understandable 

taking into account which and how few variables 

were selected in model. Modeling period showed 

that the peak values of the residual aluminum 

could be predicted and the accuracy of the model 

improved only if some variables of drinking water 

laboratory measurements were used in the model. 

 

 
Figure 2. Testing period of the MLR model for 

the residual aluminum. 

 

 

Increasing the number of variables does not 

improve the prediction result significantly. Using 

raw water temperature, PAC/KMnO4, raw water 

color, raw water KMnO4 and raw water pH in a 

MLR model gave almost identical prediction 

accuracy than presented in Figure 2. This is 

encouraging result for creating the early warning 

system or on-line control. Same accuracy can be 

attained with fewer variables. 

 

Also neural network was used in modeling. Result 

of the best neural network model for predicting 

the residual aluminum in drinking water is shown 

in Figure 3. Raw water temperature, raw water 

KMnO4, raw water pH and PAC-dosage were 

used in the model. The accuracy of NN model is 

nearly the same as the accuracy of MLR model. 

The base line and changes are predicted fairly 

good but peak values could not be found. 
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Figure 3. Testing period of neural network model 

for residual aluminum. 

 

 

Nonlinear and linear models have been used also 

earlier to predict the residual aluminum in a water 

treatment process [Juntunen et al. 2010].  Methods 

and results were quite similar to presented in this 

paper but the prediction accuracy were slightly 

better. Although, the peak values of residual 

aluminum could not be predicted perfectly. 

Difference in prediction accuracy can be 

explained by variable selection and the goal of the 

work. [Juntunen et al. 2010] used partly different 

and more variables than it was used in the work 

presented in this paper. The aim seemed to be 

more to create a good prediction model for 

residual aluminum than to create a simple model 

that could be used in on-line control or an early 

warning system. Other significant differences 

were that the process data was averaged to 1 day 

data and compared to daily laboratory data, 

measuring period was only 275 days and the 

dataset was not scaled using nonlinear scaling 

method. 

 

 

5. CONCLUSIONS 

 

The purpose of this work was to analyze the data 

of the water treatment plant, find out which 

variables affect to the amount of residual 

aluminum in drinking water and create as simple 

and reliable prediction model for residual 

aluminum as possible. Clear correlations to 

residual aluminum were found and fairly good 

prediction models were created using only a few 

variables. Variables that had highest correlation to 

amount of residual aluminum were among others: 

raw water temperature, raw water KMnO4 and 

PAC/KMnO4-ratio. 

 

The baseline of residual aluminum in drinking 

water can be predicted in fairly good accuracy 

with MLR and NN models presented in this paper. 

The accuracy could be improved by using 

different variable selection or using different 

prediction methods. Yet, the results were 

promising and an early warning system could be 

created based on these models to give additional 

information to the process personnel of the water 

treatment plant. 
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Paper 15 
Title: Stability Analysis of AGC in the Norwegian Energy System 
 
Ingvar Andreassen, Dietmar Winkler 
Telemark University College, Norway 
 
Keywords: energy generation, hydro power production, Modelica, Automatic Generation 
Control 
 
The power system frequency in the Norwegian energy system should not deviate outside of 
49.9 and 50.1 Hz. However, since 1995 a rising tendency has been seen in a frequency 
deviation outside this limit in the Norwegian energy system. A model of an energy system 
containing several hydropower plants, a power grid and an AGC (Automatic Generation 
Control) system was made. This model is based on the Modelica language and the hydro-
power plant library HydroPlant from Modelon AB. 
 
An AGC system is used to control the power production in an area, according to the 
production plan and the frequency response of the system due to actual frequency deviation. 
A stability analysis was performed on the model to investigate the influence of AGC to the 
power system model. This showed the conditions for which the AGC controller caused more 
instability to the system frequency. 
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Abstract

The power system frequency in the Norwegian en-
ergy system should not deviate outside of 49.9 and
50.1 Hz. However, since 1995 a rising tendency has
been seen in a frequency deviation outside this limit
in the Norwegian energy system. A model of an en-
ergy system containing several hydropower plants, a
power grid and an AGC (Automatic Generation Con-
trol) system was made. This model is based on the
Modelica language and the hydro-power plant library
HydroPlant from Modelon AB.
An AGC system is used to control the power pro-
duction in an area, according to the production plan
and the frequency response of the system due to ac-
tual frequency deviation. A stability analysis was
performed on the model to investigate the influence
of AGC to the power system model. The PI con-
troller of the AGC system model was tuned by an
open loop step response test and by considering the
power system as a second order oscillating process.
It was found that a slow acting AGC regulation was
favourable for the power system.

Keywords: energy generation, hydro power pro-
duction, Modelica, AGC tuning

1 Introduction

The Norwegian energy company Skagerak Energi is
evaluating the impact of introducing an AGC sys-
tem in for the control of its power plants. The com-
pany wants therefore to investigate the impacts of an
AGC system to the power system stability. A real-
istic model for the AGC system and high head hy-

∗Contact: Ingvar.Andreassen@skagerakenergi.no
†Contact: Dietmar.Winkler@hit.no

dropower plants is therefore desirable. The model
needs to include both, the dynamics of the water-
ways, as well as the non linearitis of the spesific AGC
system such as rate limiters, sampling, deadbands,
etc.
Skagerak Energy is an energy company with a
core business in production, transmission of electric
power and thermal energy. The company reported an
annual mean production of 5400GWh in 2009 by 20
fully owned and 25 partly owned hydro power plants.
Skagerak Energy is partly owned by Statkraft with a
66.62% share and by the local municipalities with
33.38%.

1.1 Governing principals in the energy sys-
tem

This section explains the governing principals in the
energy system. This means the governing princi-
ples for turbine controllers, in addition to general
energy net governing principals such as LFC (Load
Frequency Control), ACE (Area Control Error) and
AGC (Automatic Generation Control).
In an electrical power system, loads are switched on
and off continuously. And because electricity cannot
be stored efficiently in large amounts, there is a need
of maintaining a balance between generated and con-
sumed power. If the balance in real power deviates,
the frequency will deviate instantly from the nominal
value. If significant loss in generation occurs with-
out an adequate response by the power system, then
extreme frequency deviations can occur outside the
working area of power plant [1].
To be able to control the frequency in the energy sys-
tem, there is a need of several control actions, such
as:

• Control actions on each power generating unit
to maintain the power balance, without letting
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the frequency deviate too much from the nomi-
nal value.

• A production plan based on statistics of the
loads connected at different times, which shows
what power plants that will contribute with a
certain power to the grid in time.

• System control of the overall power production
in each area, or cluster, of power plants.

The speed of a hydropower turbine is given by
the amount of water that flows through the turbine,
which is controlled by prime mover control [1], or
turbine control. The mechanical energy supplied to
the turbine by the water flow, and the electric load of
the generator, will then give the frequency delivered
from the generator. In a power system, or an energy
network, the frequency is the same throughout the
system. This means that all synchronous generators
in the system are affected by lower rotational speeds
at a lower grid frequency. The rotational speed and
the active power output of a generator are controlled
by the amount of mechanical energy supplied to the
turbine, this can be explained by equation 1 [2]:

Pm = Pe +Pa (1)

Where:

Pm = mechanical power [W]

Pe = electrical power [W]

Pa = accelerating power [W]

Hydro power turbine controllers (or hydro turbine
governors) are control units which control the tur-
bine output power, and it keeps the power output and
power consumed by the grid load in balance. Tur-
bine controllers have two main tasks which is turbine
control, and turbine and generator protection [3].

1.2 Control function and sequences

The generator terminal voltage control is a separate
control action that responds typically within a sec-
ond or less [4]. The generator voltage control is a
separate control system, not part of the turbine con-
troller. The three different control actions mentioned
in this section, the Turbine and Generator Protection,
the Generator Voltage Control and the Turbine Con-
trol can be seen together in Figure 1.
This shows that the different controller action parts
have different time scales, with a time difference of

ten times between each of the controller actions. This
overall control system is quite complex, but due to
the different time scales, the different control loops
are virtually de-coupled from each other. This makes
it possible in most cases to study each control loop
individually [4, 1]. Power system frequency stability
is impacted by both fast and slow dynamics; there-
fore the time frame for stability analysis of such a
system is from a few seconds to several minutes [5,
ch. 5].

Figure 1: Different time scales of power system con-
trols [4]

1.3 Turbine control and droop control

Normally, the turbine governors use basic PID struc-
ture to control, e.g., the guide vanes of a Francis tur-
bine. One special thing about turbine governors is
speed droop which makes it possible for the produc-
tion units on the grid to share the load and “cooper-
ating” in keeping a stable frequency. This is possible
by changing the power reference to a changing fre-
quency, and thus a change in power demand. The
purpose of speed droop is to make power production
units share the load in an equitable way [5]. More
specifically, droop is the frequency drop, in percent-
age or in per unit of the rated frequency when the
active power output of the generator rises from no
load to maximum load of the rated power. The droop
can be expressed mathematically in per unit by equa-
tion 2, [6]:

Rgi =− ∆ f/ fr

∆Pgi/Pgi,r
(2)

Where:

Rgi = droop or regulation of generator i [pu]

∆ f = frequency change in the system [Hz]

fr = nominal rated frequency [Hz]

∆Pgi = change in active generator power [MW]

Pgi,r = nominal rated generator power [MW]

An example of the influence of droop at a power plant
can be seen in Figure 2. This figure shows that due
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to droop the active power balance will be restored at
a different frequency than before a change in load.

Figure 2: The droop and its influence on frequency
and output power at a load rise.

Another parameter that is interconnected with droop
is the network power frequency characteristic. This
is a measure of the stiffness of the grid and it relates
the frequency deviation from nominal frequency to
the active power generation required to bring the pro-
duced and consumed power into balance. The net-
work power frequency characteristic λ is expressed
in equation 3, [6]:

λ =−∆P
∆ f

= ∑
i

1
Rgi

·
Pgi,r

fr
(3)

1.4 Secondary control or Load Frequency
Control (LFC)

Load Frequency Control (LFC) it is the control ac-
tion that is implemented after the turbine controller
(primary control). The control of frequency and gen-
eration is commonly referred to as Load Frequency
Control (LFC) [5].
When a deviation in frequency occurs, due to im-
balance of consumed and produced active power, the
turbine controller increases or decreases the mechan-
ical power to the generator, and thereby restores the
active power balance. This prevents the frequency to
deviate further. But as the turbine controller includes
droop, the active power balance is restored at a differ-
ent frequency than before the imbalance occurred (as
explained by Figure 2). The LFC will then bring the
system back to the nominal frequency by increasing
or decreasing the mechanical power to the turbine-
generator. This makes influences the kinetic energy,
and thereby the frequency, so that the frequency is
adjusted back to nominal frequency, from point I to
point II, see Figure 3.

Figure 3: LFC control action. [2]

Load frequency control is also needed to restore the
scheduled power interchanges with other control ar-
eas. LFC can be controlled manually by a Trans-
mission System Operator (TSO), which is Statnett
in Norway, or automatically by the Area Generation
Control (AGC).

1.5 Area Control Error (ACE)

When the scheduled power exchange with the neigh-
bouring control areas equals the actual power ex-
change, the balance in a control area is reached, and
hence the ACE equals zero. The ACE can be ex-
plained as a comparison of the scheduled and the ac-
tual power exchange of a control area to its neigh-
bouring control areas. To avoid the secondary control
action of neutralising the primary control, the effect
of the primary control action in a control area must be
subtracted from the control area unbalance, the ACE.
The definition of the ACE is given in equation 4, [2]:

ACEi = (Pai −Psi)+λi( fa − fs) = ∆Pi +λi∆ f (4)

Where:

ACEi = Area Control Error [MW]

Pai = Actual power export [MW]

Psi = Scheduled power export [MW]

λi = Network power frequency characteristic [MW/Hz]

fa = Actual frequency [Hz]

fs = Scheduled frequency [Hz]

i = Counter

1.6 Automatic Generation Control (AGC)

Area Generation Control (AGC) covers two main
purposes [4]&[5, p. 601]:
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• To regulate the frequency of interconnected
control area power systems close to the nomi-
nal value

• To restore the scheduled power interchanges be-
tween different control areas in a power system.

This last function is commonly referred to as LFC
[5, p. 601]. The AGC is the automated process of
the secondary control of a power system and the au-
tomated process of bringing the Area Control Error
of an area back to zero. This means that the goal
of the AGC system is to produce power according to
the scheduled production for each control area, cor-
rected by the current frequency and droop settings in
an area.

When considering two control areas, with one AGC
controller controlling each control are, the system
could look like shown in Figure 4

Figure 4: A system of two control areas, each con-
trolled by an AGC [4]

In this system, the two AGC controllers will work as
secondary controllers by adjusting the power refer-
ence for the generators in the area, where the power
reference is denoted Pset

AGC1
and Pset

AGC2
. This means

that each area needs its own AGC controller and con-
trols the set-points of each turbine-generator in its
area.

The AGC controller can have integral control [5,
p. 606], where the integrator part of the controller
makes sure that ACE will be brought to zero at steady
state. It is commonly implemented as a proportional-
integral (PI) controller [4].

Figure 5 shows an overview of how the AGC sys-
tem works together with a power production unit, or
primary control, where the AGC system controls the
set-point of the unit’s turbine controller.

Figure 5: Total power system model, based on idea
from [4]

2 Simulation model

A simulation model was created for the power pro-
duction in a real control area controlled by Statkraft
from Dalen in Telemark, Norway. The model con-
sists of a control area with six production units that
can be regulated by an AGC system, and one plant
which is controlled manually only.
The following assumption were made for the model:

• A uniform frequency in the complete system
model.

• Operation within AGC emergency operating
limits, this means ACE within the dead band-
and command zone.

• AGC system running in Base (manual) or
SCHR (regulation with bringing ACE towards
zero) mode, or a combination of these.

Tools that were used for making the model and for
simulations are the object oriented programming lan-
guage Modelica1. To be able to make the Modelica R©

model and to execute simulations, the computer pro-
gram Dymola2 was used. Components from the
HydroPlant Library3 of Modelon AB were used
to build the power production units. In addition,
MATLAB4 was used to plot simulation results and
to do some stability analysis.

2.1 Production unit models

The six main production units are located in three
different plants. They are made anonymous and are

1Modelica R© is a registered trademark of the Modelica Asso-
ciation

2Dymola R© is a registered trademark of Dassault Systèmes
3For more information on this library see: https://

modelica.org/libraries/HydroPlant
4MATLAB R© is a registered trademark of The MathWorks
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called 1ABC, 2AB and 3A. Additional smaller pro-
duction units are called The production units 4AB,
5A, 6A, 7A and 8A which were simplified by assum-
ing them as one production unit. It was decided
to make the power system model with having one
production unit with a detailed waterway from the
HydroPlant Library. This production unit is the
unit 1B, which was the one with the most parame-
ters available. Parameters for the model were col-
lected from Statkraft and from [7]. Production unit
1B consist of a Francis turbine with nominal power
of 108 MW, connected to a 120 MVA, 96 MW gener-
ator, and the turbine has a nominal net head of 377 m.
The complete model of production unit A in plant 1
is shown in Figure 6.

Figure 6: Model of plant 1 B, with waterway from
HydroPlant Library

A simplified overview over the main components for
the plant is shown in Figure 7, with elevations above
sea level is for the different parts. Note that one back
intake and the sand traps, gates and valves are not
included in this figure, because it has little influence
on the system dynamics and are therefore are not in-
cluded in the model. The trash racks are considered
in the model only as a contribution to the friction in
conduit channel 1&2.
The rest of the waterways and turbines were simpli-
fied to ease the simulation. The simplified model was
made by using a transfer function model to represent
the dynamics in the water way and another transfer
function to represent the time constant of the tur-
bine governor and guide vane servo mechanism. The
turbine was simplified by the using a gain together
with a turbine efficiency table. Plant 1 was explained
above, and unit 1A and 1C are almost identical to 1B.
Production units 2A and 2B consist each of a Francis
turbines with nominal power of 110 MW, connected
to a 125 MVA, 100 MW generator, and have a nom-
inal turbine net head of 209 m. Production unit 3B
is the largest of the three types, which has a Francis

turbine with nominal power of 136 MW, which gives
mechanical power to a 140 MVA, 120.4 MW genera-
tor, and where the nominal net head for the turbine is
264 m. The production units 4AB, 5A, 6A, 7A and
8A were assumed to have the dynamics of the largest
of the units, unit 7A. This unit has a Francis turbine
and a nominal generator power of 60 MW. The total
nominal power of these six units simplified into one
is 142.4 MW.

2.2 The AGC system model

Figure 8 gives an overview of the calculation of the
AR (Anticipated Response to the units) and the UDG
(Units Desired Generation). In the model, the AR
was calculated by a model called AGC controller
as it is shown in Figure 8. It shows the main compo-
nents of the AGC system model such as ACE calcula-
tion model, Butterworth low-pass filter, PI controller,
AGC dead-band, zero order hold sampling and DGS,
which is the deviation from the schedule at the last
ACE zero crossing. The UDG is calculated in the
power plant models, to be able to simplify the struc-
ture of the system model.

Figure 8: The AGC controller model

The ACE calculation is done according to eq. (3).
The power frequency characteristic of the system, λ ,
is inserted into the ACE calculation.
The power frequency characteristic in ABB’s AGC
system is called Bias, or FBF, which can be ex-
pressed by λ̃ and is calculated as:

λ̃ =− ∆P
0.1∆ f

= ∑
i

10
Rgi%

·
Pgi,r

fr
(5)

Where:

Rgi% = Droop or regulation of generator i [%]

The PI controller is a standard parallel PID controller
with anti wind-up from Modelica standard library.
The derivative part of the controller is not used, there-
fore the controller is of type PI. The goal of the AGC
is to minimise the ACE, therefore the set-point is set
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Figure 7: Overview of main parts and elevations above sea level of plant 1B, from information given by [7]

to a constant zero. The process measurement into the
controller is the ACE value after passing the Butter-
worth filter, also known as FACE.

2.2.1 Non-linerarities of the system

The AGC system has a sampling time of 5 seconds.
The real plants use dead band for the power measure-
ment back to the AGC system, and rate limiters are
present in the system. The dead band zone function
in the AGC system creates non linear dynamics. All
this makes the system highly non linear, and these
non linearities needed to be modelled to get similar
system response as the real system. A rate limiter
was used to model the guide vane opening and clos-
ing time constraints of the units. Additional rate lim-
iters were used in the AGC system model, which had
a slower response than those for the guide vanes. A
dead band was made using Modelica, using absolute
dead band, according to Figure 9.

Figure 9: The dead-band model

2.3 The complete power system model

The complete power system model was put together
by having one plant model for each of the power
plants in the system with the production units inside
the plant model. The system model is shown in Fig-
ure 10.
The system model also contains a production plan
model and a plant data model. The production plan
model makes it easier to change the set point change
scenario. The plant data model can be used to change
key parameters for the production units in the system.

3 Stability analysis

A stability analysis was performed on the AGC sys-
tem model with the plants in the control area. This
was done according to two scenarios with real data
sets which were recorded in spring 2011. The sta-
bility of the production units in the model was anal-
ysed, as well as the stability of the total AGC system,
where the goal is to minimise the ACE.

3.1 Tuning the AGC PI controller

The PI controller of the AGC system was tuned by
using a method that is based on the so called Skoges-
tad’s method from [8]. The method is based on at-
taining a process model from information given by an
open loop step response of the system, and then using
classic control theory for mathematically designing
the controller and parameters of the controller.
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Figure 10: The complete AGC power system model

3.1.1 Identifying the process model

The complete power system model ran as open-loop,
this means the output of the AGC PI controller was
disconnected from the AR of the AGC, and a pure
step signal with a height of 50 MW was inserted di-
rectly to the AR input to the plants. Before the step
signal was initiated at 1000 seconds, the plants were
all running close to a steady state of 85 MW each,
which is in their normal operating area. At the time
of 1000 seconds, the plants got a reference change
of all together 50 MW by the AR. The step signal
and the response are seen in Figure 3.1 and in Fig-
ure 3.2. The figures displays the process gain k and
the process delay τ . The process time constant was
found for a Butterworth filter time of 60 s and 180 s,
because this filter time makes a significantly large
difference in the system dynamics as the two figures
show.

The process gain k is found by eq. (6) [9]):

k =
∆y
∆u

(6)

Figure 11: Open-loop step response, finding process
gain k

Where:

∆y = Output of the process

∆u = Reference control signal to the process

The process gain can then be found using informa-
tion from Figure 11 by:

k =
∆y
∆u

=
53−2
50−0

=
51
50

= 1.02 (7)
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Figure 12: loop step response, finding time delay and
time constants of the process

The open loop step response is shown also in Fig-
ure 12, where the response is magnified. It shows
that the process delay τ is approximately 5 seconds,
and it shows the time of the first peak of the process
overshoots.

3.1.2 Identifying the controller parameters

The controller parameters were found according to
method from [10]. The process model hp(s) has been
found based on the previous section. The control sys-
tem hc(s) together with the process in a basic feed-
back control system is shown in Figure 13.

Figure 13: A basic feedback control system, by idea
from [10]

The method suggests to set the response from the ref-
erence signal r to the measure output y is given by the
following expression:

hr(s) =
y
r
=

1− τ

1+Tcs
(8)

Where:

Tc = Closed loop set point response time

r = the reference process value

The user specified response time Tc is a tuning pa-
rameter which should be chosen as Tc ≥ τ , and [8]
suggests to set Tc = τ as a starting point. The open
loop step response is similar to the behaviour of a
second order process, with a damping factor ζ = 0.6.

By trial and error is was found that the time con-
stant τ0 of 13 s gives a similar response to that of the
open loop test.

3.2 Testing the AGC PI controller parame-
ters

The PI parameters found for the two filter time con-
stants was then tested on the model. The scenarios
tested are real case scenarios from spring 2011. The
case presented here is using a Butterworth filter time
constant of 60 s. The permanent droop setting was set
to 6%, except only for unit 1C which had a 4% droop
setting. The permanent droop setting in the produc-
tion units in the grid model was set to 6%, the same
as for most plants in the control area. Random load
disturbance was added in the grid model to simulate
varying grid frequency.
The production schedule initiated step changes in the
modelled control area. At this particular time, the
units 1A and 2B had step changes from 95 to 70 MW
and 100 to 90 MW respectively. The three units 1A,
2B and 3A where set in AGC regulation mode but
follow the production schedule. Where unit 3A had
a constant scheduled production of 100 MW. Unit
2A is switched off and the other units in the con-
trol area were controlled in Base mode where 1B, 1C
and 4,5,6,7,8 are set to constant 70, 80 and 55 MW
respectively.
The real recorded data set shows that set point
changes were initiated approximately 50 s before
the change in the production plan. This was imple-
mented in the ProdPlan model. A test was made for
the calculated PI parameters from section 3.1.2 by
Skogestad’s method with Tc = τ , which gave Kp =
1.53 and Ti = 15.6s. This gave a very unstable and
oscillating response. By using Tc = 3τ instead, a new
KpTc

= 3τ is found for the 60 s filter time constant as:

KpTc=3τ
=

2τ0ζ

k(Tc + τ)
=

2 ·13 ·0.6
1.02(3 ·5+5)

= 0.76 (9)

This shows much better performance, as shown in
Figure 14. Still it is possible to get even less os-
cillations in the ACE by using Tc = 5τ , or perhaps
Tc = 8τ , which gives the proportional gains KpTc=5τ

=
0.51 and KpTc=8τ

= 0.34. The simulation results when
using these three proportional gains can be seen to-
gether with the real recorded ACE in Figure 14.
The real response has a one minute sampling time,
which is too large to see the complete system dy-
namics. It seems like the simulated response is faster
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Figure 14: Real ACE, and simulated ACE with Kp =
0.76, 0.51 and 0.34

than the real response, the reason for this is not
known. Nevertheless, a good for the model is to
choose Tc = 8τ , which gives Kp = 0.34.
It was also tested if a larger or smaller integral time Ti

could give better control. Ti = 10s gave more oscilla-
tions. Twice the Ti from Skogestad’s tuning method
gives Ti = 31.2s, but this did not improve stability
or minimise ACE more. Therefore it can be said
that a choosing PI parameters around Kp = 0.34 and
Ti = 15.6s could be a good choice for the minimising
the ACE, this means using the tuning method from
Skogestad with Tc = 8τ .
The response at the production units was then ob-
served when using the chosen AGC parameters Kp =
0.34 and Ti = 15.6s. The complete power plant with
HPL waterway was used as unit 1A in this simula-
tion, the result is shown in Figure 15.

Figure 15: Response and simulated response with
HPL waterway, production unit 1A

This shows somewhat the same dynamics, although
slightly constant smaller oscillations are observed for
the response in the model. This constant oscillation
occurs due to the dead band in the AGC controller,
which was set to 5 MW in all tests. The reason why
this dead band has this much influence on the dy-
namics is because there are only three units in AGC
regulation mode at this particular point in time. This
means these three units have to share the additional
contribution to control the ACE back towards zero.
The size of the dead band zone of the AGC con-
troller will therefore influence the stability whenever
the system is close to steady state conditions.
The power system frequency at this particular time
can be seen in Figure 16.

Figure 16: Frequency at step change, real and simu-
lated

4 Discussion

As explained in Section 1.2, the power system fre-
quency stability is impacted by both fast and slow
dynamics, and the time frame for the stability anal-
ysis of such a system varies from a few seconds to
several minutes [5]. The fast dynamics which have
a time frame of a few seconds are for example the
dynamics of the waterway, which give an inverse re-
sponse at plant step change. The slow system dy-
namics are especially caused by the Butterworth fil-
ter time constant and the AGC rate limiter, but also
the dead bands and AGC sampling time. The AGC
tuning in Figure 14 shows a desired slow acting ACE
regulation for the chosen PI parameters. By com-
paring this ACE regulation response with the faster
ACE responses in the same figure, it can be seen
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that a faster response by the PI controller was not
favourable as it made an increasing ACE. This com-
plies with the findings of [11] which conclude that
“there is no particular economic or control purpose
served by speeding up the AGC action”, from a per-
spective of utility operations, and that the AGC is
desired to act “slowly and deliberately over tens of
seconds or a few minutes”.

5 Conclusion

An assessment of the theory is that a common ob-
jective of AGC was found to be both to regulate the
power interchange in or out of a control area and
to control the frequency towards its nominal value.
However, the definition of what the objective of an
AGC system actually is seems to vary somewhat.
Based on tests of the model and comparisons with
the real recorded data, it seems like the AGC system
model can be used for simulations of the AGC sys-
tem. Model simulations show that the non-linearities
of the system such as rate limiters, dead band, sam-
pling and AGC control zone dead band makes much
of the system dynamics, in addition to AGC Butter-
worth time constant.

The PI parameters in plant 1ABC was found to be
outside the recommendations from Statnett’s FIKS5,
where Kp are lower and Ti are higher than what is
suggested. These units reaches their reference value
later than what was the case for the other units, and
this influence the overall AGC system response. The
Butterworth filter in the AGC system makes by far
the largest time constant in the system, as was seen
in the open loop step response test. This Butter-
worth filter therefore decides how fast the system
will regulate the ACE. However, we found that a
slow acting AGC system is favourable, as it gave
more stable operation and less ACE, which is the de-
sired outcome. When tuning the AGC PI controller
for the 60 s Butterworth filter time constant, it was
found that the system had usable stability and a small
ACE when using Skogestad tuning method parame-
ters with Tc = 8τ .

5Statnett, FIKS Funksjonskrav i kraftsystemet, Archived by
WebCite R© at http://www.webcitation.org/5z6Ccshiu
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Paper 17 
Title: Considering culture adaptations to high ammonia concentration in ADM1 
 
Wenche Bergland, Deshai Botheju, Carlos Dinamarca, Rune Bakke 
Telemark University College, Norway 
 
Keywords: anaerobic digestion, ADM1, ammonia, Syntrophic acetate oxidation, biogas 
 
The Anaerobic digestion model No. 1 (ADM1) contains terms to calculate to what extent high 
ammonia content will inhibit anaerobic digestion (AD). It has, however, been observed that 
AD can adapt to much higher ammonia levels than predicted by ADM1. Schnürer et al. (1994; 
1999) found that this adaptation is a result of the addition of an alternative pathway of acetate 
degradation by syntrophic acetate oxidizing organisms. This adaptation has great practical 
implications since many energy rich wastes available for biogas production have high protein 
content that will cause inhibiting ammonia levels during degradation. The aim of this study is 
to include high ammonia adaptation in ADM1 to make it applicable as a tool for design of AD 
of high ammonia and/or protein wastes. 
 
Syntrophic acetate oxidation, which is not included in the original ADM1, is included here, by 
adding syntrophic acetate oxidizing organisms as a new state variable. Reaction stoichiometry 
is determined from basic biochemical reaction theory while information regarding reaction 
kinetics is not available. It is, however, known that this alternative pathway only occurs in 
processes with long sludge retention times (>20 d) and that it evolves slowly (over months). 
This indicates that these organisms have lower growth rates that the other organisms 
accounted for in ADM1.  
 
Simulations show that the observed adaptations to high ammonia can be modeled by the 
simple modification of ADM1 proposed here. The predicted speed of adaptation is sensitive 
to both biomass yield parameter and the maximum specific growth rate. Changes in biogas 
production due to feed load changes are also reasonably well predicted. There is not yet 
enough experimental data available to estimate these parameters well. The model will be used 
to design experiments for improved parameter estimation. 
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Considering Culture Adaptations to High Ammonia Concentration in 
ADM1 

Wenche Bergland*, Deshai Botheju, Carlos Dinamarca, Rune Bakke 

Telemark University College, Faculty of Technology, P.O. Box 203, N-3901, Porsgrunn, Norway  
(*e-mail: Wenche.Bergland@hit.no). 

Abstract: The Anaerobic Digestion Model No.1 (ADM1) contains terms to calculate to what extent high 
ammonia concentration can inhibit anaerobic digestion (AD). It has, however, been observed that AD can adapt 
to much higher ammonia levels than predicted by ADM1. According to Hattori (2008) several syntrophic 
bacteria can oxidize acetate to form hydrogen thus creating an alternative pathway of acetate degradation. This 
adaptation has great practical implications since many energy rich wastes available for biogas production are 
comprised of high protein contents that produce inhibitory ammonia levels during degradation. The aim of this 
study is to include high ammonia adaptation in ADM1 to make it applicable as a tool for designing AD of high 
ammonia and/or protein containing wastes. Syntrophic acetate oxidation, which is introduced but not 
implemented in the original ADM1, is implemented here, by adding the concentration of syntrophic acetate 
oxidizing organisms as a new state variable. The reaction stoichiometry can be determined according to basic 
biochemical reaction principles but few details regarding reaction kinetics are available. Schnürer et al. (1997) 
has reported growth information of a mesophilic syntrophic acetate oxidizing bacteria, which is used here to 
estimate kinetic parameters. Simulations show that the observed adaptation to high ammonia can be 
implemented by the modified ADM1 structure proposed here. The predicted pace of adaptation seems to be most 
sensitive to the maximum specific growth rate (µm) of the syntrophic acetate oxidizing bacteria. A more complex 
model is required to simulate lag time during start up and inhibition; because no energy is available if the 
hydrogenotrophs are not situated in proximity to the acetate oxidizers. The model will be used to design 
experiments for improved process parameter estimation.    

Keywords: Anaerobic digestion, ADM1, Ammonia, Biogas, Syntrophic acetate oxidation 

 

1. INTRODUCTION 
Anaerobic degradation of organic waste into biogas 
is carried out by a consortium of microorganisms, 
during which degradation of complex organic 
macro-molecules occurs by extracellular 
(disintegration, hydrolysis) and intracellular 
(acidogenesis, acetogenesis, methanogenesis) 
enzyme mediated biochemical reactions. The 
Anaerobic Digestion Model No.1 (ADM1) 

(Batstone et al., 2002), Figure 1, is a common 

platform of understanding in this area of research, 
developed by the International Water Association 
(IWA).  

The ADM1 distinguishes these several stages of 
degradation, and includes an array of physico-
chemical, chemical and biochemical processes. The 
last stage in the biodegradation process is the 
conversion of acetic acid and hydrogen to methane 
and CO2 with about 70 % of the methane coming 

through the acetic acid conversion pathway 
(Batstone et al., 2002). Specific groups of 
microorganisms (either bacteria or archaea) execute 
each of the above mentioned stages of bio-
degradation while maintaining their own growth 
rates.  

 

Figure 1. Modified COD flow diagram of the Anaerobic 
Digestion Model No.1 (Batstone et al., 2002) with the 
syntrophic acetate oxidizing pathway indicated. 
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Due to the diversity of microbes naturally adopted 
to different environmental conditions and feed 
substrates, there are ranges of numerical values 
reported for the kinetic parameters of these 
microbial groups.  ADM1 (Batstone et al., 2002) 
provides a comprehensive review list of such 
kinetic parameters based on various published 
studies. After rigorous use of this model during the 
last decade, a number of extensions and 
improvements have been suggested to enhance the 
usability of ADM1 (Kleerebezem & M., 2006). 

Ammonia inhibition is a common problem 
encountered in anaerobic digesters fed high protein 
load. The process of acetic acid conversion to 
methane is carried out by a group of aceticlastic 
methanogenic archaea that is particularly 
vulnerable to ammonia inhibition. This 
vulnerability is already implemented in ADM1 by 
an inhibition function leading to a reduced rate of 
conversion when the ammonia concentration is 
high. This inhibition function predicts a 50 % 
inhibition when the free ammonia concentration is 
30 mg/L. However it has been observed that AD 
can adapt to much higher ammonia levels than 
predicted by this ADM1 implementation, hence 
reducing the predictability of the model. This 
“metabolic adaptation” has important practical 
implications since many of the energy rich wastes 
available for biogas production have high protein 
contents that generate inhibitory ammonia levels 
during degradation. 

Several studies (Karakashev  et al., 2006; Schnürer 
et al., 1997; 2008; Song et al., 2010) have found 
that this adaptation is a result of an alternative 
pathway of acetate degradation by syntrophic 
acetate oxidizing organisms (Figure 1) which 
occurs when the aceticlastic methanogenic pathway 
is inhibited. This alternative pathway was first 
introduced by (Barker, 1936). Several 
microorganisms able to syntrophically oxidize 
acetate were reported lately (Hattori, 2008; 
Westerholm et al., 2010; Westerholm et al., 2011). 
The syntrophic acetate oxidizing pathway is 
catalyzed by different enzymes operating optimally 
in either the mesophilic or thermophilic ranges. 
This article describes the inclusion of this 
alternative biochemical process for mesophilic 
conditions, thus complements ADM1 to make it 
more suitable for modeling anaerobic biogas 
reactors fed substrates with high protein and/or 
ammonia contents.  

2 METHODS 
The following syntrophic acetate oxidizing 
reactions (Hattori, 2008) consists of reaction 1 
undertaken by acetate oxidizers and reaction 2 
which is undertaken by hydrogenotrophic methane 
producers already present in ADM1. 

(1)  CH3COO- + 4H2O  4H2 + 2HCO3
- + H+ 

(2)  4H2 + HCO3
- + H+  CH4 + 3H2O 

Reactions 1 and 2 together constitutes the 
syntrophic acetate oxidation, where both acetate 
oxidizing organisms and hydrogenotroph methane 
producers are dependent on each other for utilizing 
the substrate (acetate) at hand. 

The concentration of acetate oxidizing organisms is 
introduced as a new state variable in the modified 
ADM1 simulator using the program Aquasim 2.1f 
(Reichert, 1994). This group competes for the 
substrate with acetate utilizing methane producers 
(aceticlastic methanogenic archaea). The latter 
dominates when they are not inhibited by high free 
ammonia concentrations. 

The reaction kinetics for reaction 1 is not readily 
available.  Nevertheless, the reaction rate for 
enzyme driven biological reactions are generally 
approximated by a Monod type saturation function, 
as used for all other biochemical reactions in 
ADM1. The reaction rate of the uptake of substrate 
by the organism can be described as 

(3) · · · ·  

ρ = reaction rate of substrate (kgCOD_S m-3 d-1), km 
= maximum substrate uptake rate constant 
(kgCOD_S kgCOD_X-1 d-1), X = biomass 
concentration (kgCOD_X m-3), S = substrate 
concentration (kgCOD_S m-3), Ks = half saturation 
constant (kgCOD_S m-3), I = inhibition factor 
because of low pH, high hydrogen concentration or 
low nutrition level of ammonium. The inhibition 
factors have values between 1 and 0.  

2.1 Estimating Parameters for Syntrophic 
Acetate Oxidizers 

Three species are yet identified as mesophilic 
syntrophic acetate oxidizers following Equation 1. 
These are Clostridium Ultunense Strain BS 
(Schnürer et al., 1996), Tepidanaerobacter 
acetatoxydans sp. nov (Westerholm et al., 2011) 
and Syntrophaceticus schinkii gen. nov. sp. nov. 
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(Westerholm et al., 2010). The former is isolated 
from an anaerobic reactor fed pig manure, and data 
from a syntrophic experiment is reported by 
Schnürer et al. (1997). The syntrophic acetate 
oxidation by Clostridium Ultunense is in this work 
chosen to estimate parameters for Equation 3 to 
model reaction 1. The data in Figure 2 are 
recalculated from mmol (Schnürer et al., 1997) to 
kgCOD m-3, assuming a reactor volume of 55.6 ml. 

 

Figure 2. Experimental data from batch syntrophic 
acetate oxidation by Clostridium Ultunense and several 
hydrogen utilizing methanogens (Schnürer et al., 1997). 

2.1.1 Parameters for Acetate Oxidation 
The parameters km, Ks and I from Equation 3 are 
estimated as follows to model reaction 1. 

2.1.1.1 Estimation of km and Y 
The maximum substrate uptake rate (km) can be 
related to the maximum specific growth rate (µm), 
d-1, of the organism by  

(4) km = µm /Y.   

Y is yield, kgCOD_X kgCOD_S-1, of biomass from 
substrate. µm can be calculated from observed 
doubling times of the organism under growth 
conditions without substrate limitations (Equation. 
5). Doubling times are available for several species 
of syntrophic acetate oxidizing organisms under 
different feed and environmental conditions 
(Hattori, 2008).   

(5) 
 

 

Clostridium Ultunense strain BS has 48 hours 
doubling time in pure pyruvate substrate but 480-
600 hours (20-25 days) doubling time is estimated 
in a syntrophic co-culture, calculated from observed 
methane production rate. A lag time of 
approximately 2 months (Schnürer et al., 1996) has 
been observed in the syntrophic co-culture. The 

methane was produced in stoichiometric amounts to 
the acetate consumed in the syntrophic oxidation 
with hydrogenotrophic methanogens. The yield 
seems therefore to be low for this process, which is 
consistent with the extreme low energy available 
according to (Schnürer et al., 1997). The energy 
available is estimated to be -17 kJ/mol for the 
acetate consumers and -17 kJ/mol for the hydrogen 
consumers. This is an existence at the utmost 
lowest energy level possible (20 kJ/mol for one 
proton transfer through the membrane) (Schnürer et 
al., 1997). Due to lack of experimental yield data it 
is assumed that the acetate oxidizers have a yield 
which is low but high enough to make growth 
possible. The yields according to this criterion are 
listed in Table 1. 

Both Equation 4 and 5 are used to estimate km. The 
calculated values based on 20 and 25 days doubling 
time and low biomass yields are listed in Table 1. 

Y µ  k  

0.01 0.035 and 0.028 3.5 and 2.8 

0.03 0.035 and 0.028 1.17 and 0.93 

0.05 0.035 and 0.028 0.7 and 0.56 

Table 1.  Calculated km values based on 20 and 25 days 
doubling time and assumed biomass yield factors. 

2.1.1.2 Estimation of Ks  
The half saturation constant Ks, kgCOS_S m-3, is 
set to model the concentration influence on the 
degradation rate of substrate. In ADM1 the 
recommended Ks is 0.1 - 0.5 kgCOD_S m-3 for the 
different organisms where the competing 
aceticlastic methanogens have 0.15 kgCOD_S m-3. 
The Ks value for the acetate oxidation is probable 
low because the rate seems to be unaffected by low 
acetate concentration (Figure 2). Ks can therefore 
not be estimated from parameter optimization of the 
acetate concentration in Figure 2. The Ks value can 
however not be too low because a low acetate 
concentration results in reduced available energy 
and the reaction stops. A value of 0.1 kgCOD_S m-3 
for Ks is therefore assumed for these simulations. 

2.1.1.3 Estimation of Inhibition  
Inhibition can be caused from high hydrogen gas 
concentration and/or low pH. If the hydrogen gas 
concentration in the liquid increases, the Gibbs 
energy available for the reaction will be too small. 
Therefore no energy will be available for growth. 

0

2

4

6

8

0

1

2

3

4

0 50 100

H
2
   
 P
a

C
o
n
ce
n
tr
at
io
n
 a
ce
ta
te
 o
r 

m
et
h
an
e 
kg
 C
O
D
/m

3

Days

Acetate Methane Hydrogen

SIMS 2011

www.scansims.org Proceedings of the 52nd SIMS
September 29th-30th, 2011, Västerås, Sweden

147



4 
 

According to Schnürer et al. (1997) there are some 
indications that the syntrophic pathway by 
Clostridium Ultunense strain BS is mostly going 
through formate and not hydrogen. They have 
however measured the hydrogen pressure in the gas 
phase and it was between 1.6 and 6.8 Pa during 
syntrophic acetate oxidation. There can be super 
saturation (Pauss et al., 1990) of hydrogen in the 
liquid phase which gives a driving force of 
hydrogen from the liquid phase to the gas phase. 
The corresponding values in the liquid phase can be 
up to 70 times higher than if equilibrium is 
assumed. However when the observed hydrogen 
concentration in the gas phase is decreasing, it is 
more likely that the hydrogen concentration in the 
liquid phase is low and the phases are in 
equilibrium. 

The calculated thermodynamic maximum of 
hydrogen pressure in the gas phase assuming 
equilibrium between the gas and liquid phase is 18 
Pa (Schnürer et al., 1997) for the experiment in 
Figure 2. In the liquid this corresponds to the 
thermodynamic maximum being 2.14E-06 kgCOD 
m-3 of hydrogen.  The acetate oxidation will totally 
stop at and above this thermodynamic maximum, 
and be reduced (inhibited) at some degree before 
this level is reached.  

The reduction in growth because of high hydrogen 
concentration can be modeled using an inhibition 
function. The inhibition function used for all 
hydrogen inhibition in ADM1 is Equation 6.  

(6)  

The resulting inhibition factor, I, at different KI 
factors is simulated in Figure 3. 

 

Figure 3. Inhibition simulated by Eq. (6 for 3 KI values. 
The two vertical lines are assumed to be the observed 
levels for none and maximal inhibition (in Figure 2). 

The assumed hydrogen concentration without 
inhibition is below 6E-07 kgCOD m-3. This 
corresponds to the hydrogen levels during the last 
40 days where the acetate consumption is linear in 
Figure 2. None of the three KI values used in Figure 
3 gives full inhibition at 2.14E-06 kgCOD m-3 of 
hydrogen and no inhibition at 6E-07 kgCOD m-3. 
To get a sharper cut the exponential inhibition 
function normally used for pH inhibition in ADM1 
(Equation 7) is also tested. 

(7)   3   

Assuming no inhibition up to 6E-07 kgCOD m-3 

and full inhibition at and above 2.1E-06 kgCOD m-

3, SLL= 6E-07 kgCOD m-3 and SUL= 2.1E-06 
kgCOD m-3. These parameters result in an 
inhibition factor as shown in Figure 4. 

 

Figure 4. Simulated inhibition according to Eq. 7 as a 
function of hydrogen concentration in the liquid phase. 
The two vertical lines are assumed to be the observed 
levels for none and maximal inhibition in Figure 2. 

Inhibition can also be caused by pH and is assumed 
to occur at pH lower than 7 because there is little 
energy for pumping protons against the 
concentration gradient over the cell membrane at 
lower pH. The same pH inhibition model as for 
aceticlastic methanogens is used. 

2.1.1.4 Estimation of Decay Rates kdec 
The decay rate of the acetate oxidizer is unknown. 
A value of 0.02 d-1 is recommended for all the other 
organisms in ADM1. The growth is especially low 
for the acetate oxidizer because of the low available 
energy, so it is assumed that low decay may also 
occur. The value of 0.01 d-1 is therefore tested in 
addition to the typical decay rate of 0.02 d-1. 
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2.1.2 Parameters for Hydrogenotrophic 
Methanogens 

The hydrogen utilizing methanogens (Equation 2) 
also have little Gibbs energy available. According 
to Hattori (2008) and Schnürer et al. (1997) the 
acetate oxidizer and partner methanogens might 
share the extremely small energy exploited from the 
oxidation of acetate. This indicates that the growth 
rates and yields as recommended in ADM1 for 
hydrogenotrophic methanogens can be too high. 
The yield and km could therefore be reduced. The 
Ks value recommended in ADM1 for mesophilic 
high rate is however 2.5E-05 kgCOD_S m-3. Using 
this value and a maximum hydrogen concentration 
at stable conditions of 2.1E-05 kgCOD_S m-3 
results in a maximum value for ( ⁄ ) to be 
0.46. Below the hydrogen level (6E-07) where no 
inhibition occurs for acetate consumption, the value 
is below 0.023. Since the reason for slow growth of 
the hydrogen consuming methanogens is the low 
hydrogen concentration, the parameters 
recommended in ADM1 for hydrogen utilizing 
methanogens are not altered. 

2.2 Simulation 
The kinetic and stoichiometric parameters for the 
new pathway added to ADM1 are listed in Table 2. 
These parameters are used in the simulations of the 
experiment (Figure 2), where the acetate oxidation 
is the main pathway instead of aceticlastic 
methanogenesis. The experiment is a batch lab-
scale reactor, fed acetate, adjusted to pH 8 and with 
no stirring. 

No   Inhibition    kdec Yield Ks µm km 

1i, 1ii Equation 6  0.01 0.01 0.1 0.035 3.5 

2i, 2ii Equation 6  0.01 0.03 0.1 0.035 1.2 

3i, 3ii Equation 6  0.02 0.03 0.1 0.035 1.2 

4i, 4ii Equation 7 0.02 0.03 0.1 0.035 1.2 

5i, 5ii Equation 6  0.02 0.05 0.1 0.035 0.7 

Table 2. Parameters used in the different simulations with 
(i) and without (ii) fixed initial biomass concentrations. 
All Ki = 1E-06 kgCOD_X m-3. 

The amounts of biomass in the start, Xox and Xh2, 
are unknowns. Two approaches are tested; one 
optimizing the amount of biomass to fit the 
experimental data (no. 1i – 5i) and one using the 
same amount of biomass for all simulations  Xox = 
0.03 kgCOD_X m-3 and Xh2= 0.04 kgCOD_X m-3 
(no. 1ii – 5ii). 

3 RESULTS 
The simulated final biomass, with initial biomass 
Xox and Xh2, which gave the best fit to experimental 
biogas production data for each case, are listed in 
Table 3.  

No 
X0x  
start 

Xh2  
start 

Xox  
end 

Xh2  
end 

1i 0.005 0.007 0.018 0.072 

2i 0.025 0.005 0.074 0.093 

3i 0.04 0.005 0.046 0.08 

4i 0.015 0.005 0.048 0.09 

5i 0.06 0.007 0.073 0.076 

Table 3. Optimized initial biomass concentration, 
kgCOD_X m-3, together with the simulated final biomass. 

All these simulations results in rather equal curves 
and are represented by case 2ii in Figure 5. These 
results are compared to other simulations, all with 
the same initial biomass, to investigate only the 
effects of varying the new kinetic and 
stoichiometric process parameters and not of 
varying the biomass. The simulations with less 
good fit compared to case 2ii serves as a crude 
initial sensitivity analysis of the process parameters, 
as described in Table 2. 
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b) Methane consumption 

 

 
c) Hydrogen concentration in gas phase 

 

 
d) Inhibition 

 

 
e) Biomass of acetate oxidizers 

 
f) Biomass of hydrogenotroph methanogens. 

Figure 5 a-f. Simulations of substrate consumption and 
biogas production compared to measured values by 
Schnürer et al. (1997), where case 2i (Table 2 with fixed 
initial biomass Xox=0.03 and Xh2=0.005 kgCOD_X m-3) 
has the best fit.  Simulated hydrogen caused inhibition 
and biomass accumulations are also presented. 

The results in Figure 5 show clear effects from 
altering the new process parameters. Effects of 
decreasing yield which results in increasing km can 
be seen by comparing 3ii and 5ii or 1ii with 2ii. 
Both show a higher acetate consuming rate when 
the km is increased. Only Kdec is altered between 
simulation 2ii and 3ii. A clear reduction of the 
acetate consumption rate is observed when the 
degradation rate is increased. Decreasing the H2 
inhibition factor (simulation 3ii to 4ii) leads to 
faster substrate to biogas conversion. Repeating the 
simulation with a slower growth rate of syntrophic 
acetate oxidizers (doubling time of 25 days instead 
of 20 days) fit the experiment equally well as the 
simulations presented but with other initial biomass 
concentrations.  
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4 DISCUSSION 
Biomass concentration in the experiments is 
unknown. Therefore parameter estimation is used to 
find the start amounts of biomass which can give a 
god fit while varying the other parameters. This is 
an important parameter particularly in batch 
experiments, and reduces the possibility to evaluate 
the fitness of the other parameters in Table 2. It is 
therefore not possible to evaluate the small 
variations in Kdec, biomass yield and inhibition 
parameter which were used. With optimized initial 
biomass concentrations, all tested parameter values 
gave reasonable good fit to the experiment. 
Choosing the same initial biomass concentration for 
all simulations, the effect of varying the parameters 
is more visible. The results show that the ranges of 
parameter values tested are all plausible. 

The available Gibbs energy for the syntrophic 
acetate oxidizing reaction is very low and small 
changes in the hydrogen concentration in the liquid 
could be expected to stop the growth of the acetate 
oxidizers. The hydrogen concentration can in a 
short period increase to a high level if the hydrogen 
utilizing bacteria are not present close to the acetate 
oxidizers. This can lead to oscillating growth 
conditions for both co-cultures until they are 
positioned close to one another. This can be 
observed by oscillating hydrogen concentrations in 
the liquid phase. The measured hydrogen 
concentration in the gas phase has this oscillating 
nature. Since the hydrogen concentration in the 
liquid phase can be up to 70 times higher than what 
is estimated assuming equilibrium between gas and 
liquid phase (PAUSS et al., 1990), it can be 
assumed that the hydrogen concentration in the 
liquid phase oscillates even more. It is difficult to 
model this behavior and this will give an expected 
deviation between the experimental and the 
simulation results. A much more complicated 
(“biofilm”) model is needed to model local 
concentration gradients. 

A reported lag phase of 2 months for the bacteria 
Clostridium Ultunense before it “turns on” the 
syntrophic acetate oxidizing reaction also 
contributes to the slow adaption to high ammonium 
concentration. The lag phase is not included in the 
model but must be taken into consideration when 
simulating the reactor start-up phase. The model is 
therefore probably more suitable to simulate later 
stages of process development such as steady state. 
The estimated parameters should be compared to a 

continuous flow experiment where the same 
bacteria are found in order to reduce the effect of 
the biomass concentration at the start. Such tests are 
planned. 

An existence at the utmost lowest energy level 
possible makes the organism very vulnerable to 
high hydrogen levels which can occur at the starting 
phase or during changes in the operation parameters 
or feed composition. An exponential hydrogen 
inhibition function is probably not very correct 
because it cannot be assumed that the hydrogen is 
evenly spread in the liquid phase or that the 
hydrogen production is from the same bacteria 
during reactor instability.  For general cases 
Equation 6 can therefore be recommended as a 
hydrogen inhibition function. 

5 CONCLUSION 
Adaptation to high ammonia levels in anaerobic 
reactors can be performed by several bacteria 
creating an alternative pathway when the 
aceticlastic methanogens are inhibited due to high 
free ammonia concentration. 

The mesophilic syntrophic acetate oxidizer 
Clostridium Ultunense strain BS is here chosen to 
implement the alternative pathway in ADM1 when 
the aceticlastic methanogens are inhibited. Few 
details regarding reaction kinetics for the added 
pathway are available and parameters are therefore 
estimated from published experimental data. The 
amount of biomass applied is unknown (Schnürer et 
al., 1997) and therefore estimated by simulations 
here. The biomass at start of the published batch 
experiments, obtained by parameter estimation, was 
used to simulate gas production and composition 
throughout the experiments. The simulation gives 
reasonable good fit to experimental result of 
mesophilic syntrophic acetate oxidation reported 
(Schnürer et al., 1997) with all the variations tested 
here. It is therefore concluded that the syntrophic 
acetate oxidizing reaction pathway hereby included 
in the ADM1 is appropriate to simulate biogas 
production when the aceticlastic methanogens are 
inhibited by free ammonia.  

More work is however needed to fine tune process 
parameters and to make the model also simulate the 
observed lag phase before the alternative pathway 
“kicks in”. The lag phase can be due to the fact that 
this bacterium is reported to live at the lowest 
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available energy possible. Implications of this are 
not yet implemented in the model. 
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Paper 18 
Title: Dynamic modelling of a pulp mill with a BLG plant - effects in the chemical recovery 
cycle 
 
Christian Hoffstedt 
Innventia AB, Sweden 
 
Keywords: Gasification, pulp mill, dynamic, WinGEMS, black liquor 
 
A modern chemical pulp mill has a considerable surplus of energy. The black liquor, 
containing dissolved lignin, extractives and residual cooking chemicals, is sent to the recovery 
line and later combusted in the rather inefficient recovery boiler, producing steam and 
electricity. A more thermal-efficient way of utilizing the energy in the black liquor is by 
gasification, producing a syngas that may be used for biofuel production. The next step for 
this technology is the construction of a demonstration plant in parallel with a recovery boiler. 
When the gasifier is of demonstration size, it will affect other parts of the pulp mill. This is 
important to know about when, for example, designing equipment. Data from the Chemrec 
pilot plant in Piteå, Sweden has been used in the model. The model mill is a BAT-mill (best 
available technique) with a black liquor gasification plant running in parallel with the 
recovery boiler. The simulations were carried out in WinGEMS. Realistic start-up and shut 
down procedures have been applied. The focus of the work was to study the dynamic effects 
in the recovery line and the lime kiln load as well as the build up time of salts in the mill 
liquors when operating a recovery boiler and a gasifier in parallel. The work was carried out 
within the BLGII (Black Liquor Gasification)-program. 
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Abstract 
A modern chemical pulp mill has a considerable surplus of energy. The black liquor, 
containing dissolved lignin, extractives and residual cooking chemicals, is sent to the 
recovery line and later combusted in the rather inefficient recovery boiler, producing 
steam and electricity. A more thermal-efficient way of utilizing the energy in the 
black liquor is by gasification, producing a syngas that may be used for biofuel 
production. One application of the technology is to apply it as a capacity booster to an 
existing mill with its recovery boiler in operation thus converting a part stream of the 
black liquor capacity. When operated in parallel with the recovery boiler, the gasifier 
system will affect other parts of the pulp mill, which are important to know about 
when, for example, designing equipment. The simulation tool used is WinGEMS and 
data from the Chemrec development plant in Piteå, Sweden has been used in the 
model. The model mill is a BAT- mill (best available technique) with a black liquor 
gasification plant running in parallel with the recovery boiler. The focus of the study 
has been to study the dynamic effects in the recovery line and the lime kiln load as 
well as the build up time of Cl/K in the mill liquors.  

 
Introduction 
A pulp mill that produces bleached kraft pulp generates 1.7–1.8 tonnes of black liquor 
(measured as dry content) per tonne of dry pulp. Black liquor represents a potential 
energy source of 250–500 MW per mill [1]. It is of great interest to convert the 
primary energy in the black liquor to an energy carrier of high value. Gasification 
takes place under partial oxidation and the inorganic chemicals can be regenerated in 
the gasifier and directly processed into green liquor, while the organic material is 
converted into syngas. Black liquor gasification is thus an interesting pathway for 
converitng the energy in the black liquor into an high value energy carrier while 
regenerating the cooking chemicals [2]. 
 
This work investigates the steady state and dynamic effects in the chemical recovery 
line while operating a black liquor gasifier in parallel with a recovery boiler. When 
the BLG unit is of pilot plant size, the effects on the pulp mill are none or minor. But 
when scaling up the BLG unit to a demonstration plant and utilizing approximately 
25% of the total amount of black liquor in the gasifier, it will have effects on the 
chemical recovery cycle. The results can be used for developing control strategies, 
calculating tank volumes and tracking component flow through the system. 
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This study is mainly focused on the effects on the lime kiln load and Cl/K levels in 
the mill liquors. 

 

The simulation tool - WinGEMS 
The simulation tools used in this work was WinGEMS (Pacific Simulation/Metso 
Automation), a tool specially focused on pulp & paper production. Both steady state 
and dynamic behaviour can be modelled. WinGEMS uses sequential numerical 
approximation to model transient behaviour in a process. To transfer the model from 
steady state to dynamic mode, volumes and residence time of each part of the mill is 
required. The volumes in a pulp mill are large and the residence time is long, often 
several hours in each step. 

A converged model with steady state results, which also is the starting point of the 
dynamic simulations (at time = 0), is needed.  Both high (80% full) and low (20% 
full) tank levels were studied. With high tank levels, the larger stock acts as a 
buffering liquor and the residence time is longer and process changes are spread out at 
a slower rate.  

 

Mill boundary and design 
The model used is a BAT-mill (best available technology), developed in the FRAM-
program [3] and includes the entire pulp mill, from incoming wood too fully bleached 
and dried pulp. 

Figure 1. Figure of a pulp mill simulation in WinGEMS  
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The raw material is softwood and black liquor of 80% dry solids is fed to the recovery 
boiler and the gasifier.  The black liquor has a lower heating value of 12.3 MJ/kg DS 
and the composition is presented in the table below. 

Table 1. Black liquor composition 

 Mass % 
C 35.7
H 3.7 
S 4.4 
O 35.8
Na 19.0
K 1.1 
Cl 0.3 

 

A black liquor gasifier (BLG) system has been implemented in parallel with the 
recovery boiler. The black liquor is split before the recovery boiler to control the 
amount of black liquor to the gasifier. The gasifier is operated at around 30 bars and a 
temperature of 1050°C [4]. The BLG unit produces syngas and green liquor similar to 
the analysed green liquor from DP1, the development plant gasifier owned and 
operated by Chemrec in Piteå, Sweden. The gasification system designed by Chemrec 
[5] is outlined in figure 2 below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. BLG system designed by Chemrec 
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In pressurized gasification, certain amounts of sulphur will form gaseous H2S instead 
of Na2S, leading to a higher proportion of carbonate in the green liquor. After a gas 
cleaning step the isolated H2S is added to the white liquor as H2S according to 
reaction (1) below.  Reaction (2) below was used by the model to calculate the CaO 
demand to complete the causticising reaction. The required CaO demand is to take 
reaction (2) to the point were no additional carbonate can be converted into 
hydroxide. Hydroxide is needed in the wood digesting. Since the green liquor from 
black liquor gasification contains more carbonate, the CaO demand is higher. The 
CaO is produced in the lime kiln or added as make-up to the process, so the lime kiln 
load will be higher or more CaO make-up is needed.  

H2S (g) + OH- ⇒  HS- + H2O  (1) 

CO3
2- + CaO(s) + H2O  ⇔  CaCO3(s) + 2OH- (2) 

For the dynamic simulations a simple controlling system has been set up. All effected 
parameters have a set point and the manipulated variable is changed stepwise with a 
small step size. The results from these simulations can then be used to develop a more 
advanced and effective control system. Realistic start-up and shut down procedures have 
also been applied. Thirty days of continued operation has been simulated with the step 
size of 30 minutes. 

 
Results 
As stated before, the green liquor produced in the BLG unit will give a higher load on 
the lime kiln. The steady state value for the lime kiln in this model, when 25% of the 
black liquor goes to the gasifier, is 264 kg CaO/BDt (per ton dry pulp produced), an 
increase with 9% compared with no gasifier. The result from the dynamic simulations 
showed that the peak in lime kiln load is 3% higher than the steady state with high 
tank levels and 4% with low tank levels. This effect is explained by several factors. It 
will take some time before the controlled weak wash flow is correct. Initially the flow 
will be too large, thus the white liquor flow will be larger and the required amount of 
CaO produced in the lime kiln will increase. The added sulphur to the white liquor 
consumes OH- (reaction 1) so initially more OH- is needed. This will require a higher 
load, the use of make-up chemicals or delaying the time for adding sulphur. 

 

 

 

 

 

 

 

SIMS 2011

www.scansims.org Proceedings of the 52nd SIMS
September 29th-30th, 2011, Västerås, Sweden

157



 

 

 

 

 

 

 

 
 

 

 

 

Figure 3. Lime kiln load when 25% of the black liquor is gasified 

The load in the lime kiln may be close to its limit and the additional dynamic effect is 
important to take into the calculations when designing process equipment and 
calculating lime kiln fuel demand. 

Extracting Cl and K from process is usually done by extracting ESP-dust from the 
recovery boiler. When sending black liquor to the gasifier, some of the Cl and K will 
bypass the recovery boiler. However, the Cl and K-levels in the mill liquors only 
showed a slight increase in the steady state results. This is explained by a higher 
concentration of Cl/K in the extracted ash.  The long time trend in the dynamic 
simulations showed no significant increase in Cl/K levels and the build-up time was 
slow.  

Since most pulp mills have sulphur in excess, the installation of a BLG-unit gives a 
great opportunity to purge some of the sulphur from the syngas to keep the sulphur 
level in the mill. The extraction rate of ESP-dust, which is the common way of 
purging excess sulphur, would then be lower and consequently decrease the need for 
adding make-up chemicals, since less alkali is lost with the dust. A lower extraction 
rate of ESP-dust does however result in higher levels of Cl and K. In the simulations, 
it was tested to extract 10% of the sulphur present in the syngas, corresponding to 
approximately 1 kg sulphur/BDt pulp produced and the results are presented in figure 
4.  
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Sulphur extraction and Cl in B.L.
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Figure 4. Cl in black liquor and ESP-dust extraction when extracting 10% of the sulphur in the syngas 

The need for NaOH make-up decreased significantly, with approximately 75% during 
this period, which would mean a lower operating cost. However, after 30 days of 
operation the Cl and K-levels in both the white and black liquor was around 20% 
higher. High tank levels were used so with low tank levels the amount of Cl and K 
would be even higher. With these higher levels care must be taken to avoid corrosion 
problems in the recovery boiler after a longer operating period. This problem is 
isolated to when operating both a gasifier and recovery boiler. The gasifier is not as 
sensitive to Cl/K as the recovery boiler is and when only operating a gasifier, 
corrosion will not occur at these levels. 

 
Conclusions  
When sending 25% of the total black liquor to the gasifier, the lime kiln load will 
increase with 9% because of the green liquor composition. In addition, the dynamic 
effect at start-up will give a 3-4% extra load above the steady- state result, but most of 
this extra load should be possible to avoid with control measures and using make-up 
chemicals. The opposite effect is observed when shutting down the gasifier. 

The Cl and K levels will increase in the white and black liquor. The increase is small, 
however, approximately 2%, when 25% of the black liquor is sent to the gasifier. This 
is a result of a higher concentration of Cl and K in the ESP dust extracted.  

Black liquor gasification provides excellent opportunity for extracting sulphur from 
the syngas to reduce sulphur excess in the mill. This would decrease the purged ESP-
dust and the need for make-up chemicals and thus improve the mill economy. 
Decreasing the amount of ESP-dust will increase the Cl and K levels in the liquors. 
When a sulphur extraction rate from the syngas of 1 kg/BDt pulp was applied, the 
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simulations showed that after one month of operation the ESP-dust extraction rate and 
need for NaOH make-up decreased with approximately 75%. However, the Cl/K 
levels had increased with approximately 20% and there may be a risk of corrosion in 
the recovery boiler after longer operating periods.   
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The modelling of water treatment processes is of particular importance since water of low 
quality causes health-related and economic problems which have a considerable impact on 
people’s daily lives. This not only increases the need for monitoring the process but also 
complicates the development of new methods for process diagnosis and monitoring. 
Nonetheless, the process is also considered challenging because of its com-plexity, dynamics 
and numerous contributory variables. It is essential to take process dynamics into account 
when data-driven applications are being developed, because successful modelling often 
requires an ability to adapt to changing conditions. 
 
In water treatment there are observable cycles present which cause the process to be-have 
dynamically. The variation in water consumption is one of these, causing changes not only 
within a day but also within a week and even within a year. Year cycles can be distinguished 
even more clearly if surface water is treated, because the water tempera-ture is observed to 
have some effects on the process. In addition to cyclic behaviour, other factors such as the 
addition of lime may cause sudden changes in turbidity. 
 
Soft sensors which utilize process history can be used in replacing difficult and expen-sive 
measurements or in predicting the behaviour of a process in the future. They have proved to 
be efficient in process monitoring and control and therefore provide a poten-tial means of 
estimating turbidity in drinking water, for example.  In the paper, we will present a dynamic 
soft sensor based on multivariate regression for predicting turbidity of treated water. Because 
process data typically consist of a large number of variables, a group of them is selected 
adaptively before a dynamic predictive model is created, which is then used in estimating the 
degree of turbidity in the future. 
 
Because of the dynamic character of the water treatment process, static process models may 
become inapplicable, which we will demonstrate using a case process. Our results show that 
the static model is not able to follow the changes in turbidity (r = 0.4), whereas the adaptive 
one can produce a reasonable estimate for it (r = 0.75). This dy-namic behaviour is probably 
due to the cyclic behaviour of the process, which can also be seen in several process variables. 
In conclusion, dynamic models seem to provide a fruitful way of modelling the process. 
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DYNAMIC MODELLING APPROACH FOR DETECTING TURBIDITY IN DRINKING WATER
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Abstract:
Turbidity is a common on-line measured quality parameter in water treatment plants for analyzing the
general quality of purified water. In this paper, we introduce a dynamic method for predicting turbidity in
drinking water. The goals of the work were to construct a real-time data-driven model to predict the
turbidity in treated water and to find the most significant variables affecting turbidity. Our results show
that the static model is not able to follow the changes in turbidity (r = 0.40), whereas the dynamic one can
produce a reasonable estimate for it (r = 0.75).

Keywords: Water Treatment, Turbidity, Dynamic Modelling, Variable Selection, MLR.

1. INTRODUCTION

The modelling of water treatment processes is of particular
importance since water of low quality causes health-related
and economic problems which have a considerable impact on
people’s daily lives. This not only increases the need for
monitoring the process but also complicates the development
of new methods for process diagnosis and monitoring.
Nonetheless, the process is also considered challenging
because of its complexity, dynamics and numerous
contributory variables. In real processes the correlation
between simulated and experimental data has been poor, but
expensive in-situ testing is needed (Baxter et al., 2001,
Thomas, 1999, Maier & Dandy, 2000). It is essential to take
process dynamics into account when data-driven applications
are being developed, because successful modelling often
requires an ability to adapt to changing conditions.

In water treatment there are observable cycles or episodic
events present which cause the process to behave
dynamically. The variation in water consumption is one of
these, causing changes not only within a day but also within a
week and even within a year. Year cycles can be
distinguished even more clearly if surface water is treated,
because the water temperature is observed to have some
effects on the process (Bratby, 2006, Juntunen et al., 2010 a).
In addition to cyclic behaviour, other factors such as rapid,
previously  unseen  changes  of  lime  feed  or  pH  may  cause
sudden changes in turbidity (Juntunen et al., 2010 b).

There are many parameters which can be used to measure the
quality of water. Turbidity is a common water quality
parameter, the purpose of which is to measure impurities in
water. In a physical sense, turbidity is the reduction of clarity
in water due to the presence of suspended or colloidal
particles and it is commonly used as an indicator for the

general condition of drinking water (WHO, 2006).
Furthermore, turbidity has been used for many decades as an
indicator of the efficiency of drinking water coagulation and
filtration processes. For this reason, turbidity is an important
operational parameter. High turbidity values refer to poor
disinfection ability and possible fouling problems in
distribution network, for example, so turbidity should be
minimized (Letterman et.al, 1999). However, turbidity is a
quite sensible measurement and many variables and
phenomena are influencing to the measurement. This makes
turbidity challenging for modeling purposes.

Soft sensors which utilize process history can be used in
replacing difficult and expensive measurements or in
predicting the behaviour of a process in the future. They have
proved to be efficient in process monitoring and control and
therefore provide a potential means of estimating turbidity in
drinking water, for example. However, the challenge for
those models is to take the dynamic aspects into account
(Valentin, 2001).  On the other hand, it has been shown that
adaptive applications can become imperative due to process
dynamics (Liukkonen et al., 2011a-b). In the paper, we will
present a dynamic soft sensor based on multivariate
regression for predicting turbidity of treated water. Because
process data typically consist of a large number of variables,
a group of them is selected adaptively before a dynamic
predictive model is created, which is then used in estimating
the degree of turbidity in the future. The results of the
dynamic model are compared to the traditional (static) MLR
model.
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2. MATERIALS AND METHODS

2.1  Process and data

Itkonniemi plant is one of the water treatment plants of
Kuopio Waterworks. In the plant water is first bank filtrated.
After filtration water is purified with chemical coagulation in
a chemical purification process. After coagulation, the
coagulated floc is separated by sedimentation or flotation
followed by sand filtration. In final stage, water is disinfected
by chlorination.

The experimental data were extracted from archived process
measurements  covering  a  period  of  1017  days  with  a  time
step of 1 hour. The total number of variables used in the study
is 64. 22 of the variables are hydrological and quality
parameters of raw water, 38 of the variables are on-line
measurements from the process and the rest of the variables
are different time variables.

The process lags were defined semi-manually by calculating
them based on the dimensions of unit operations and
comparing the results to those from cross-correlation
calculations. The embedded lags varied between 0-5 hours.

2.1  Linear regression

In multiple linear regression (Cohen, 1968), the purpose is to
model the relationship between two or more explanatory
variables and a response variable by fitting a linear equation
to observed data samples. In principle, the MLR model with
observations and variables is given in (1):

nn XaXaXaae=Y ...22110 (1)
where Y is the value for the response variable, X is the value
of the predictor (explanatory) variable, a0…n equals the
unknown coefficient to be estimated, and e  signifies the
uncontrolled factors and experimental errors of the model.
The  fitting  works  by  minimizing  the  sum  of  the  squares  of
the vertical deviations from each data point to the line that
fits best for the observed data, which is also called least
squares fitting.

2.2  Variable selection

The sequential forward selection method (Whitney,1971),
was  used  for  the  selection  of  variables  in  this  case.  In  the
approach, the variables are progressively included to larger
and larger subsets so that the prediction performance for
residual aluminium is maximized. To select p variables from
the  set  of P variables: (1) Search for the variable that gives
the best value for selected criterion. (2) Search for the
variable that gives the best value with the variable(s) selected
in stage 1. (3) Repeat stage 2 until p variables are selected.

2.3  Dynamic Soft Sensor

We have developed a dynamic approach to predict the
turbidity of treated water, which can be utilized in an online

application. Because process data typically consist of a large
number of variables, a group of them is selected adaptively
before a dynamic predictive model is created. The method
uses N previous values of turbidity with corresponding
process data and p adaptively selected variables to create a p-
dimensional regression model that can be used to predict the
turbidity in the future. The regression can be used in creating
the model. The algorithm consists of the following stages:

1. Selecting p variables using 1…N samples using turbidity
of treated water concentration as the output.

2. Training with 1...N samples to obtain a model for the
turbidity of treated water concentration using p selected
variables, and prediction of the sample N+1 using p
selected variables and the model.

3. Training with 2...N+1 samples to obtain an updated
model for turbidity of treated water using p selected
variables, and prediction of the sample N+2 using p
selected variables and the model.

4. Repeat stages 2 to 3 until all samples within the subset of
N rows have been predicted.

5.  Go  to  stage  1  and  select  the  next  subset  of  variables
using N+1…2N samples, and repeat the loop until all
samples have been predicted.

In this case, the value of p was 5 and the value of N was 24.
All data pre-processing and modelling was carried out using
Matlab software, version R2000b (MathWorks, inc.).

3. RESULTS

In the modeling and variable selection phase the process and
laboratory data were used to produce dynamic predictive
model for turbidity.

The average correlation between the observed values of
turbidity and those estimated by the dynamic model was 0.75
whereas using a static model we achieved a correlation of
0.40. With the dynamic model, the correlation varied between
0.40-0.91.  A sample  of  the  trends  of  the  results  is  shown in
Fig. 1.

The selected variables for the static model and the most
frequently selected ones for the dynamic models are shown in
table 1. The features of the most selected variables of the
dynamic model are shown in Fig. 2.
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Table 1. The most frequently selected variables during the
modelling process.

Selection
Round

Static Model Dynamic Model

1. Solvent Water
Feed

Filter Wash flow

2. Filter Wash Flow Line 600 1, Filtration
Pressure

3. Line 700,
Filtration  Pressure

Line 500, Level in
Sedimentation

4. Well 4, Surface Line 600 6, Filtration
Pressure

5. Post lime feed pH after Lime Feed

Fig.1. A sample period (approx. 1 month) of the modelled
and measured turbidity.

Fig. 2. The probability for being selected among the 5 most
selected variables, correlation between the model and values
of measured turbidity within a time window of one week.

4. DISCUSSION

Our results show that the static model is not able to follow
the changes in turbidity (r = 0.40), whereas the adaptive one
can  produce  a  reasonable  estimate  for  it  (r  =  0.75).  In
addition, the selected variables between the static and
dynamic models vary remarkably. In conclusion, this study
shows that the models produced for processes which have
cyclic and/or episodic behaviour should have dynamic
components in the models.

However, some periods with bad correlation diminishes the
average value of the dynamic model. In those bad periods the
correlation could reach as low as 0.4, whereas normally the
correlation was between 0.7-0.9. Most of those bad periods
seem to be situations in which turbidity has been low. One
explanation for this phenomenon would be the limited
accuracy of the turbidity meter when turbidity is < 0.1 NTU.

The soft sensor approach has two clear benefits: first, the
selected variables represent the mostly affecting variables to
the process personnel at each moment, which can help to
increase the knowledge of the process and the potential
problems.  For  example,  in  Fig.  3  we  can  see  a  3-week
episode around week 30 with exceptionally high level of
turbidity.  In  the  same period  we can  see  that  “pH after  lime
feed” variable has a strong probability to be selected.
Further analysis showed that the pH level was exceptionally
high during that period, which implicates an un-optimal pH
control during that time.

Second, the soft sensor can predict the future turbidity in the
process, which provides several potential applications such as
optimize the running of the process. Furthermore, the soft
sensor  could  be  used  as  a  tool  for  on-line  water  quality
monitoring. The benefits of the applications would e.g. to get
more knowledge of short-term changes online, to feed-
forward control the post-processes of water treatment such as
disinfection, or to optimize the sampling of water.

Furthermore, some phenomena of the water treatment
processes usually have some non-linear elements (Maier et
al., 2004). In this reason, experiments with non-linear
regression methods are considerable to increase the
performance of the dynamic models in the future.

5. CONCLUSIONS

In conclusion, dynamic models seem to provide a fruitful
way  of  modelling  the  process.  Because  of  the  dynamic
character of the water treatment process, static process
models may become inapplicable, which is demonstrated by
analyzing the case process. The results are promising
considering the wider use of the dynamic data-driven variable
selection and modelling in water treatment processes, and the
potential of the method is large.
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Paper 22 
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Hottel  has presented in  1976 a method for estimating the solar beam radiation  transmitted 
through clear atmospheres which takes into account zenith angle and altitude for a standard 
atmosphere with respect to  four climate types. In this work a computer program is developed  
in  Visual C#.Net using Hottle’s estimation  method. The developed computer  program will 
estimate the incoming instantaneous solar beam radiation with respect to a given time period, 
incline, longitude and climate type of the region. On the other side, a pyronometer has been 
replaced to the Clean Energy Research Center at the Pamukkale University to measure the 
incoming sun beam for Denizli/Turkey. These measurements have been stored every hour into 
a database. Afterwards, using the developed estimation program the incoming solar beam to 
Denizli is calculated for defined time periods and stored to another database. Afterwards a 
special coefficient factor is calculated only for Denizli for a better estimation of the incoming 
sun beam. This is done by taking the correlation and mean value of both stored results for the 
same given time interval. The calculated coefficient factor can be used in the developed 
estimation program by multiplying the end results. This will give a more realistic solution of 
the estimated incoming sun beam for Denizli. 
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Introduction 

 

Hottel  has presented in  1976 a method for estimating 

the solar beam radiation  transmitted through clear 

atmospheres which takes into account zenith angle and 

altitude for a standard atmosphere with respect to  four 

climate types. In this work a computer program is 

developed  in  Visual C#.Net using Hottle’s 

estimation  method. The developed computer  program 

will estimate the incoming instantaneous solar beam 

radiation with respect to a given time period, incline, 

longitude and climate type of the region. On the other 

side, a pyronometer has been replaced to the Clean 

Energy Research Center at the Pamukkale University to 

measure the incoming sun beam for Denizli/Turkey. 

These measurements have been stored every hour into a 

database. Afterwards, using the developed estimation 

program the incoming solar beam to Denizli is 

calculated for defined time periods and stored to another 

database. Afterwards a special coefficient factor is 

calculated only for Denizli for a better estimation of the 

incoming sun beam. This is done by taking the 

correlation and mean value of both stored results for the 

same given time interval. The calculated coefficient 

factor can be used in the developed estimation program 

by multiplying the end results. This will give a more 

realistic solution of the estimated incoming sun beam for 

Denizli. 

 

Using Hottels Estimation Method for Calculating the 

Incoming Sun Beam to Denizli 

 

Hottel has developed a estimation method [1] in 1976 

for estimating the solar beam radiation transmitted 

through clear atmospheres which takes into account 

zenith angle and altitude for a standard atmosphere for 

four different climate types [4]. The instantaneous solar 

beam can be calculated by using Eq.1. 

                              Gcnb=Gon*τb,                                    (1)  

 

Where Gcnb represents the solar beam which is coming 

to the normal at clear sky. “Gon“ denotes the solar 

constant and will be taken as 1367 kWh/m
2
. The needed 

“τb” parameter will be calculated by using Eq.2. 

 

                        τb=a0+a1exp(−k/cosθz).                        (2) 

 

 

 

 

 

 

The parameters a0, a1 and k can easily be calculated from 

the Eq. 3-5 given by Hottel. 

  

                   a0  = 0.4237−0.00821 (6−A)
2
,
  
                 (3) 

 
 

                   a1 = 0.5055+0.00595 (6.5−A)
2
,  

 
              (4) 

 

                    k = 0.2711+0.01858(2.5−A)
2
.                  (5) 

 

The parameter A represents the altitude of the area where 

the measurement will take place. The zenith angle “θz” 

can be calculated from the Equation 6 given below.  

 

                    cosθz=cosδcosΦcosω+sinδsinΦ,              (6) 

 

here “δ” represents the declination angle which will be 

calculated from Eq. 7. 

 

                        δ=23,45*sin(360*(284+n)/365).          (7) 

 

As seen in Eq. 7, “n” is the day number. For the 1st of 

January n will be taken “1”. The latitude angle Φ will be 

given to the system through a form, which was 

developed in C#.Net. The latitude value has to be given 

to the program,  from the user side. In Eq. 6, “ω” 

represents the angle of the time period.  The time period 

angle can be found from Eq. 8.   

                                  ω=(GZ-12)*150,                         (8) 

 

“GZ” stands for the solar time and will be calculated 

form Eq. 9. 

 

                 GZ=YSZ+[4(Ls-Lloc)]/60+E/60+DET.      (9) 

 

In Eq. 9, “YSZ” represents the local time, “Lioc” 

represents the longitude of the measurement place, and  

“Lst” represents the local standard time constant which 

will be taken 30
0
 for Turkey. The parameter “DET”  is 

the energy saving correction factor and will be taken “0” 

from end of March until end of November.  

 

Developing the Estimation Program Using C#.Net 

 

In this work, an estimation program is developed using 

the equations and parameters developed by Hottel.  

These estimation programs are also useful in developing 

simulation programs for real systems [5]. The estimation 

program is realized using Visual C#.Net. This program 
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will perform the estimation of the incoming 

instantaneous solar beam radiation according to the 

given time period, latitude, longitude and   four different 

climate types selected according to the region. Using 

forms which have been developed in C#. Net, 

parameters like;  Hour, day number inside the year,  date 

in days-months, latitude and longitude of the place 

where the measurement will take place are given to the 

program. Pressing the related button the program will 

run and estimation of the comming sun beam will be 

calculated. 

   

Flowchart of the  Solar Estimation Program. 

 

One of  the first steps to calculate the coming solar beam 

radiation is to  calculate the transmittance of the 

atmosphere.  For this the needed steps are given in Fig.1.   

 
 

 
Fig.1. Flowchart of the program which  will estimate the 

transmittance of the atmosphere according to a given time 

period. 

 

The developed estimation program will run and the 

transmittance of the atmosphere will be calculated. After  

processing these five main steps seen  in Fig. 1. The 

estimation of the coming solar beam can be calculated 

easily using Eq.1. 

 

 

 

Developing the Forms and Writing the C#.Net Codes 

 

The forms which are developed using C#.Net are one of 

the most important part of the work. These forms will be 

the main visual part of the estimation program. 

According to the parameters which will be given by the 

user using textboxes, the program will start to run by 

clicking one of the buttons seen in Fig.2. This process 

will give new output variables like; Zenith angle, 

atmospheric transmittance or the estimation of the solar 

beam radiation seen in Fig.3 

 

 
 
Fig.2. An operator interface screen for the developed software.    

   

After  pressing one of the buttons the background codes 

written in C#.Net  will start to run and the output values 

will display on the form given in Fig.3. The climate type 

which is written into the textbox by the user, will be 

used inside the background codes of the form to perform 

the according climate type parameters.  These parameter 

values are called as the climate correction factors and are 

presented by Hottel [1] as seen in Table.1.  

 
Table 1. Hottel’s presented climate correction table for four 

different climate types. 

 

Climate Type r0 r1 r2 

Tropical 0.95 0.98 1.02 

Midlatitude summer 0.97 0.99 1.02 

Subarctic summer 0.99 0.99 1.01 

Midlatitude winter 1.03 1.01 1.00 

 

 

Fig. 3 shows the display output of the from given in Fig. 

2, after the button is clicked for starting the calculation 

process.  
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Fig.3. Display of the output values after pressing the buttons.  

 

Again seen in  Fig. 3, label objects are displaying the 

output results on the form under Analyze Data. These 

results will be the declination angle, zenith angle, 

atmospheric transmittance and the estimated solar 

radiation beam. 

 

Measurements Done for Denizli Using a Pyranometer 

 

The measurement of the incoming solar beam radiation 

to Denizli is done using a pyranometer. This equipment 

is replaced at the Clean Energy House of the Pamukkale 

University. The measurements have been done to take an 

overview of the coming solar beam radiation to Denizli 

in real time. These results  will be used to compare with 

the estimated solar radiation results [6] calculated using 

the developed estimation program. This will be useful to 

define a special coefficient for Denizli. The coefficient 

named as the “correction factor” will be used for a closer 

estimation. All measurements are taken periodically and 

stored to a database. A measurement example  taken 

from the Celan Energy House is seen in Fig.4. The 

measurement was made for a sunny day, for two 

different types of solar panels. One form a stable solar 

panel which was is fixed with a stable angel due to the 

horizon and the other one form a rotating panel.  

 

 
Fig.4. Solar radiation measurements using pyranometer for 

moving and stable solar panels.  

 

The purple line represents the data taken from the   

rotating solar panel where the blue line  represents the  

measurements taken from the stable solar panel.   

Definig the Correction Factor 

 

As described before, the correction factor will be used to 

get a closer estimation output from the developed 

estimation program. This is done by multiplying the 

estimated value  with the correction factor seen in Eq.10.  

 

Closer Est. Output = 

 (Est. Program Output) * (Correction. Factor)        (10)       

 

Dividing the measured result with the estimated program 

output ; The correction factor will be realized as seen in 

Eq.11. 

                                              

Correction. Factor = (Measured Pyranometer Result)/ 

(Est. Program Output)                                               (11) 

                                                   

This correction factor  will be developed taking the 

mean value of the measured results from the 

pyranometer and divide it with the mean value of the 

estimated program results. In this way for each month a 

different correction factor can be defined. The daily 

results of the estimation program for February are given 

in Fig.5. After using the correction factor we get a closer 

estimated result for February seen in Fig.6.  

 

 

 

 

 

 

 

 

 

 

 

 
    

 

 

    Fig.5. Daily results taken from the estimation program for   

    February 

 

 

 

 

 

 

 

 

 

 

 

 

 
      

     Fig.6. Daily results February which are taken from the    

     estimation program after using the correction factor. 
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Conclusions 

 

Hottel’s estimation method is useful for places where 

measurement can not be made because of not suitable  

conditions. Hottel’s estimation method gives close 

results to real measurements, but it can still be improved 

by defining correction factors for special cases or places. 

Therefore a special coefficient renamed as correction 

factor is defined for every month. In this work the 

correction factor is developed for a closer estimation 

result of the coming solar beam to Denizli. These 

measurements are done for February 2011 using a 

pyranometer replaced at the Clean Energy House at the  

Pamukkale University. They are stored to a database 

file. Afterwards the mean values of the daily stored 

results taken from the pyranometer are divided with the 

mean value of the daily results taken from the developed 

estimation program. The result of this division will give 

the correction factor of the related month. Different 

correction factors can be defined for different months to 

get a better estimation result which is closer to the real 

measurements done using a pyranometer.  
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Paper 24 
Title: OMSketch — Graphical Sketching in the OpenModelica Interactive Book, 
OMNotebook 
 
Mohsen Torabzadeh-Tari, Jhansi Reddy Remala, Peter Fritzson 
Linköping university, Sweden 
 
Keywords: OMSketch, DrControl, DrModelica, modeling, simulation, OMNotebook, 
teaching, interactive 
 
In this paper we present a new functionality for graphical sketching in the OpenModelica 
interactive book, OMNotebook, which is part of the OpenModelica environment and used 
mainly for teaching. The new functionality is called OMSketch and allows the user to edit and 
draw shapes and figures within the electronic book. This allows teachers to prepare more 
pedagogic course material and stu-dents to make graphical notes in addition to the current 
textual ones. 
 
The active electronic notebook, OMNotebook, is already used as basis for two course 
materials, DrModelica and DrControl for teaching the Modelica languages and control theory 
respectively. Electronic notebooks can be an alternative or complement compared to the 
traditional teaching me-thod with lecturing and reading textbooks. Experience shows that 
using such an electronic book will lead to more engagement from the students. OMNotebook 
can contain interactive technical computations and text, as well as graphics. Hence it is a 
suitable tool for teaching, experimentation, simu-lation, scripting, model documentation, 
storage, etc. 
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Abstract 
In this paper we present a new functionality for graphi-
cal sketching in the OpenModelica interactive book, 
OMNotebook, which is part of the OpenModelica envi-
ronment and used mainly for teaching. The new func-
tionality is called OMSketch and allows the user to edit 
and draw shapes and figures within the electronic book. 
This allows teachers to prepare more pedagogic course 
material and students to make graphical notes in addi-
tion to the current textual ones. 

The active electronic notebook, OMNotebook, is al-
ready used as basis for two course materials, DrMode-
lica and DrControl for teaching the Modelica languages 
and control theory respectively. Electronic notebooks 
can be an alternative or complement compared to the 
traditional teaching method with lecturing and reading 
textbooks. Experience shows that using such an elec-
tronic book will lead to more engagement from the stu-
dents. OMNotebook can contain interactive technical 
computations and text, as well as graphics. Hence it is a 
suitable tool for teaching, experimentation, simulation, 
scripting, model documentation, storage, etc.  

.  
Keywords: OMSketch, DrControl, DrModelica, model-
ing, simulation, OMNotebook, teaching, interactive   

1 Interactive OMNotebook 
In this paper we introduce a research project for making 
the modern object-oriented equation-based modeling 
and simulation environment OpenModelica more user 
friendly and effective with graphical sketching ability, 
Error! Reference source not found..  

The electronic OMNotebook, part of the OpenMo-
delica platform, offers a common platform for learning 
programming languages as well as given the opportuni-
ty to experiment with physical phenomena.   

 
Figure 1. Bouncing ball example with movement anima-

tion in OMNotebook 

This kind of interactive courses based on electronic 
books allow experimentation and dynamic simulation 
as well as execution of computer programs. The OM-
Notebook can contain program code Error! Reference 
source not found., text, links, pictures, video, virtual 
and scientific visualizations and with introduction of 
OMSketch plug-in drawing and sketching possibilities 
in the same tool. OMNotebook is an active electronic 
book that makes it is possible to integrating applied 
sciences in physics, human biology, mathematics and 
computer science. 

1.1 Qt Platform 

Qt from Trolltech, [4], is a cross platform application 
providing a framework for developing large scale web-
base, mobile and stand alone applications. Qt also pro-
vides SDK (Software Development Kit) for developing 
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user defined graphical applications, which are provided 
in both C++ and Java.  

One main reason for choosing Qt for developing the 
sketch plug-in was that the interactive book, OMNote-
book was already implemented using Qt which is well 
suited for GUI applications. Another reason for justify-
ing this choice is that Qt is distributed under open 
source license conditions. Qt SDK version 4.7 was used 
to develop OMSketch application in this work. 

1.2 Structure of the Paper 

Section 2 is presenting an overall structure of OMS-
ketch and Section 3 the used Qt constructs and classes. 
In Section 4 a detailed OMSketch structure is explained 
with implementation details. Finally some concluding 
words and future work are presented in the Section 5 
and 6 respectively. 

2 Graphical Editor 
OMSketch is an environment for graphical editing, 
providing simple and complex shapes that can be 
drawn according to user choice. The user can also ex-
port the drawn shapes as standalone files (in png or jpg 
format) making it even more user friendly.  
 

 
Figure 1. Illustrating usage of OMSketch when drawing a 

resistor like shape 

In Figure 1 the OMSketch plug-in is used for drawing a 
resistor like component. In the same figure also the 
File, Edit and Color and Pen Styles tabs are shown that 
will be explained more in detail in the coming sections. 

2.1 OMSketch Structure 

OMSketch editor provides different shapes, colors and 
styles that can be used to draw both simple and com-
plex shapes. The drawn shapes can also be exported or 

embedded into OMNotebook. In Figure 2 the different 
developed classes are shown in a UML diagram. 

  

 
Figure 2. UML diagram for OMSketch classes 

As shown in Figure 2 the OMSketch is invoked from 
OMNotebook with the starting class Tools. The under-
lying class Graph_Scene provides functions for draw-
ing shapes and managing them, with the SceneOb-
jects containing relevant functions for searching in 
the shapes in a scene. The SketchFiles class pro-
vides functions to read and write corresponding OMS-
ketch files. 

2.2 Shape Management 

Every object in the Shapes class has the same method 
and variables for treating the standard shapes. For irre-
gular shapes some more methods and variables are 
added. The standard shapes are Draw_Line, 
Draw_Rectangle, Draw_RoundRect, and 
Draw_Ellipse. All these classes inherit the Qt class 
QGraphicsPathItem and also contain get and set 
methods, like GetStartPnt, GetEndPnt , setS-
tartPoint, or setEndPnt. The setting classes can 
for example be used for choosing pen color, width or 
style. 

2.3 Tools class 

The Tools class is the main class of OMSketch and 
responsible for the layout, shown in Figure 3.  This 
class inherits QMainWindow class of Qt, providing me-
thods for managing the contents of a Scene object. It 
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also provides methods for managing Menus, TabWid-
gets, DialogBoxes, and the drawing area.  

 
Figure 3. UML diagram of Tools class 

The file management part is responsible for creating 
temporary files for importing and exporting shapes to 
and from OMNotebook. It is also providing the ability 
to export shapes as a standalone file, for example in 
png or jpg format.    

2.3.1 GraphScene 

The GraphScene class is the main drawing class of 
OMSketch application, also shown in Figure 4.  

 
Figure 4. UML diagram of GraphScene 

This class inherits QGraphScene class from Qt and is 
responsible for user interactions like MouseEvents, or 
keyBoardEvents and also for drawing and managing 
the shapes. 

2.3.2 SceneObject 

The SceneObjects class is a type of template class 
that holds information about the shape in a scene, like a 
unique id, coordinates or styles. The main purpose of 
this class is for quick searching of shapes in a scene, 
writing the shapes to the files, reading the shapes from 
the file. 

2.3.3 Shapes 

Every shape is an object of its respective class and con-
tain the methods set and get for handling attributes such 
as coordinates, pen styles, brush styles. All shapes (ex-
pect the text class) are inheriting the Qt class QGra-
phicPaintItem class. The text shape inherits QGra-
phicsTextItem class. 

 
Figure 5. UML diagram of Shape class 

2.3.4 SketchFiles  

The SketchFiles class manages reading and writing 
of shapes to a file. This class contains methods to parse 
the shape information and provide the relevant informa-
tion to save or open a file. 

3 Used Qt API’s and classes 
In the coming sections different Qt classes are men-
tioned that has been used in OMSketch. 

3.1 QMainWindow 

The Tools class of OMSketch inherits QMainWindow 
class which provides methods for managing window 
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frame work. The layout can be enriched with compo-
nents like menu bars, toolbars and/or status bars.  

3.2 QGraphicsScene 

This is the main class responsible for the actual draw-
ing. It is a container class with methods for drawing 
shapes, mouse and keyboard events.  

3.3 QGraphicItem 

This is the base class for all graphical items (shapes) in 
Qt. The QGraphicsScene class uses QGraphicItem 
for adding shapes into the scene. Every item has me-
thods for user interactions like mouse events and/or 
rotations and transformation.  

3.4 QGraphicsView 

QGraphicsView provides a widget to display the 
QGraphicsScene.  

3.5 QMenu 

QMenu class provides methods for adding items to the 
menu lists. QMenuBar is the most common type of 
QMenu providing drop down.  

3.6 QAction 

QAction provide methods for triggering a specific ac-
tion when a menu item is clicked on.  

3.7 QPainter 

QPainter is the base class for low leveling painting on 
the widgets.  

3.8 QFileDialogBox 

The QFileDialogBox class provides a widget when 
the user wants for example to save or open a file. 

3.9 QPen and QBrush 

QPen and QBrush provide pen and brushes for drawing 
graphical shapes.  

4 OMSketch Layout 
The layout of OMSkecth managed by Tools class con-
sists of menu bar, tab widget and drawing area, see 
Figure 6.  

 
Figure 6. OMSketch Home tab zoomed 

Each tab is formatted into panels and each plane con-
sists of different tasks to select. The drawing area is 
auto adjusted according to the window size. Scroll bar 
are added automatically as the drawing area size in-
creases. The main layout is managed by QMainWindow 
class that has methods to organize the menus, widgets. 
The flow diagram can be shown as follows: 

4.1 Menus 

In Qt the menu items are instances of QMenu class. The 
code snippet of initializing of these classes can be 
shown as follows:  

 
fileMenu =   

menuBar()-> addMenu(tr("&File")); 
 editMenu =     
 menuBar()-> addMenu(tr("&Edit"));   
 toolMenu =     
 menuBar()-> addMenu(tr("&Tools")); 

In the above code fileMenu is an object of QMenu, 
and menuBar() is a method of QMainWindow class to 
which a menu item is added to. The method returns the 
menu item, which is passed into fileMenu object. Si-
milarly the editMenu and toolMenu objects are in-
stantiated 

4.2 Tab Widget 

Tab widgets are specialized for designing widgets and 
graphical items by using the available space more effi-
ciently. The first tab is titled as "Home" tab which is 
divided into File, Edit, and Styles. The Home tab is 
implemented using QGroupBox.  

The Styles is using four Qt widgets, QPushButton, 
QLabel, QComboBox and QSpinBox. QLabel is used 
for labeling pen widths. For selecting pen widths 
QSpinBox is used. QComboBox is used for choosing 
the pen and filling styles.  

The following code illustrates the implementation of 
tab widgets in OMSketch application. 
 
  tabWidget = new QTabWidget(); 
 tab_widget = new QWidget(); 

 tab_layout = new QHBoxLayout(); 
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 tab_widget -> setLayout(tab_layout); 

 tabWidget  -> addTab(tab_widget,"Home"); 

The first line of the code initializes the tab widget ob-
ject. In the second line a QWidget object is initialized 
and a QHBoxLayout is added to it. Finally the addTab 
method is used for adding the Home tab.  

4.3 Drawing Area 

The drawing area is an instance of QGraphicsView 
widget, which is added to a horizontal widget. The ho-
rizontal widget is then added to a QWidget which is in 
its turn added to QMainWindow. 

The below code shows the implementation of draw-
ing area. 

 
  view = new QGraphicsView(scene); 

 scene -> setSceneRect(0,0,1200,800); 

 hlayout -> addWidget(view); 
 main_widget -> setLayout(hlayout); 
 setCentralWidget(main_widget); 

The setSecneRect method sets the coordinates of the 
drawing area. Then this view is added to a horizontal 
layout and the layout to widget. This widget is added to 
central widget. 

5 Future Work 
The usability of the OMNotebook can be further en-
hanced with an equation and symbol editor for writing 
mathematical equations. 

Animations and more interactive geometries are al-
so on the wish list of desired features. The user can 
then play with the fundamental axioms and theorems in 
programmable geometries.  

6 Conclusions 
In this paper we presented a new functionality for 
graphical sketching in the OMNotebook. The new 
functionality is called OMSketch and allows the user to 
edit and draw shapes and figures within the electronic 
book. This allows teachers to prepare more pedagogic 
course material and students to make graphical notes in 
addition to the current textual ones. 
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Paper 25 
Title: Modeling digestate nitrification  
 
Yanni Qin, Deshai Botheju, Knut Vasdal, Rune Bakke 
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Keywords: ASM 3, cow manure, digestate, nitrification, simulation 
 
A simplified adaptation of Activated Sludge Model no. 3 (ASM 3) is used to simulate a 
biological nitrification process carried out in a laboratory scale 10 L volume bio-reactor fed 
anaerobically digested cow manure effluents. Nitrification is applied to enhance the fertilizer 
quality of such digestates by converting unstable ammonical N into nitrates. This study aims 
at using the nitrified digestate as an organic fertilizer in greenhouses for ecological food 
production. 
 
The behavior of the laboratory bio-reactor was closely resembled by the simulations carried 
out using the ASM 3 adaptation. Despite the fact that ASM 3 model was originally developed 
for domestic waste water treatment processes, it can successfully be adopted for simulating 
the digestate nitrification, without modifying the values of kinetic and stoichiometric 
constants. Process simulations carried out using this model facilitate to assess and optimize 
different process variables such as feed rate, hydraulic retention time, extent of aeration, 
alkalinity content, etc. Modeling and simulations in this regard can significantly boost the 
knowledge gain of the study while restricting the costly experimental efforts to the most 
relevant scenarios. Simulations are also helpful to operate the process at minimum energy 
consumption and hence at the maximum profitability. 
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Abstract: Activated Sludge Model no. 3 (ASM 3) is used to simulate digestate nitrification carried out in 
a laboratory scale 13 L bio-reactor fed anaerobically digested cow manure effluents. Nitrification is 
applied to enhance the fertilizer quality of such digestates through the conversion of unstable ammonical 
N into nitrates.  

Observed behavior of the laboratory bio-reactor is closely resembled by the simulations carried out using 
ASM 3 model. Despite the fact that ASM 3 was originally developed for domestic wastewater treatment 
processes, this study confirms that the model can successfully be used for simulating digestate 
nitrification, without modifying the originally suggested values of kinetic and stoichiometric parameters. 
Process simulations carried out using this model can facilitate to assess and optimize different process 
variables such as feed rate, hydraulic retention time, sludge age, extent of aeration and alkalinity content. 
Modeling and simulations in this regard may significantly boost the knowledge gain of the study while 
restricting the costly experimental efforts to the most relevant scenarios. Simulations are further helpful 
to operate the process at minimum energy consumption, hence with enhanced profitability. 

Keywords: ASM 3 model, Cow manure, Digestate, Nitrification, Simulation. 

 
 

1. INTRODUCTION 

The use of anaerobically digested manure as a farmland 
fertilizer is dually affective. While this practice greatly 
reduces the need for costly synthetic mineral fertilizers (Vu et 
al., 2007), it does also avoid the release of nutrients as a 
waste into the environment that often causes serious pollution 
in natural water bodies mainly through eutrophication 
(Lægreid et al., 1999; Bernet et al., 2000). During anaerobic 
digestion, chemically bound nitrogen in organic compounds 
(such as proteins, amino acids and nucleic acids) is released 
in ammonical N form (NH4-N) (Luostarinen et al., 2006). 
Although the direct spreading of digested (or sometimes raw) 
manure in farmlands has been the practice until now 
(Luostarinen et al., 2006; Yamamoto et al., 2006), it is not 
without several drawbacks. NH4-N is unstable at above-
neutral pH conditions, especially at elevated temperatures 
(Tchobanoglous et al., 2003); hence nutrient nitrogen can be 
lost as ammonia gas (NH3), causing an air pollution problem 
as well. Direct spreading of such manures in farmlands can 
further cause severe odors within the immediate 
surroundings. This is due to the reason that these digestates 
are often not fully stabilized during the anaerobic process. 
Contamination of food products with harmful metal toxicants 
and microorganisms are other issues in some cases of manure 
spreading in farmlands (Franco et al., 2006; Vu et al., 2007). 
Recent virulent outbreak of food borne illness caused by E. 
coli bacteria might, according to some media reports, have 
originated from manure fertilizers. Cattle intestine is a rich  
 

 
 
source of various E. coli strains including Escherichia coli 
O157:H7 (Trochimchuk et al., 2003) which can cause several  
gastrointestinal deceases including hemolytic uremic 
syndrome reported in Europe during the summer of 2011. 
  
Biological nitrification can be used to convert unstable NH4-
N into nitrate. Nitrate (NO3-N) is a stable and easily 
available N source for plants. Considering the above aspects, 
it has previously been shown that the use of post-anaerobic 
nitrification is a useful value addition process for producing 
high quality, aesthetically sound, odor-neutral and safe 
organic fertilizers from anaerobic digestates (Botheju et al., 
2010). Improved sedimentation, substantial removal of toxic 
heavy metals, and enhanced hygienization ability of aerobic 
processes are among the other advantageous outcomes 
(Botheju et al., 2010). In Norway, anaerobic digesters 
associated with domestic wastewater are legally bound to 
incorporate a hygienization unit, often implemented as a 
micro-aerobic bioreactor, in order to achieve greater 
pathogen destruction (Botheju and Bakke, 2011). That law 
does not, however, apply to farm manure handling and biogas 
reactors. Enhanced sedimentation of particulate matter and 
self heat generation can be the main reasons leading to 
efficient pathogen destruction in biological nitrification. 
 
One aim of the current article is to showcase this post 
anaerobic nitrification concept with the use of digested cow 
manure from a dairy farm in Norway. The specific aim of the 
modeling part of the study is to determine if such manure 
digestate nitrification processes can be adequately modeled 
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and simulated using the standard Activated Sludge Model no. 
3 (ASM 3 – Gujer et al., 1999), without resorting to 
parameter estimations/modifications. Note that the standard 
ASM 3 model is originally developed for domestic 
wastewater treatment processes. The overall objective of this 
study is to design an efficient nitrification process to convert 
cow manure digestate into a liquid organic fertilizer which is 
to be used in greenhouses for ecological food production.  
  

2. EXPERIMENTAL 

A semi-UASB type anaerobic digester of 0.2 m3 volume was 
established in a dairy farm (Skien, Norway) in a pilot project 
for investigating the feasibility of introducing farm scale 
biogas generators to the Norwegian farming community. This 
digester is a hybrid between UASB, anaerobic filter and a 
gas-lift reactor. The design was based on a laboratory scale 
model which had been developed in Telemark University 
College. The pilot reactor was fed semi-continuously the 
liquid fraction of partially digested (pre-stored) cow manure. 
The liquid fraction was screened out using a 1.4 mm stainless 
steel mesh. Feed rate of 20 L/d and a hydraulic retention time 
of 10 days were used (average figures over a period of time). 
Operating temperature was 24 oC.  
 
The effluent coming out from the aforementioned pilot 
biogas reactor was used as the feed substrate for the 
laboratory scale 12.8 L nitrification reactor used in this study. 
This bioreactor is made of acrylic and equipped with aeration 
diffusers at the bottom and a 1.5 L conical settling section at 
the top which is intended for achieving total biomass 
retention. The reactor was further equipped with dissolved 
oxygen (DO) and temperature probes, as well as tube 
connections for feeding, sampling, effluent removal and 
recycling. A magnetic stirrer was used at the bottom to ensure 
intensive mixing and avoid sludge sedimentation. A 
peristaltic pump (Ismatec®) together with a timer device was 
used to feed the manure digestate semi-continuously into the 
reactor. Reactor temperature was maintained at 26±1 oC 
(laboratory temperature).  The used nitrification inoculum 
was a mixture of sludge from a nitrifying wastewater 
treatment facility (ESSO petroleum refinery at Slagentangen, 
Vestfold, Norway), and sludge from another bench scale 
nitrification reactor operated on a synthetic nutrient feed. Fig. 
1 presents a schematic illustration of the digestate 
nitrification bio-reactor.  Feeding pattern of the reactor during 
an operational duration of 61 days is shown in Table 1. These 
conditions were imitated during the model simulations. 
 
Analytical 
 
Different N species of NH4-N, NO3-N and NO2-N were 
analyzed using a Flow Injection Analyzer (Perstorp 
Analytical, Alpkem Flow Solution 3000). This analyzer was 
connected to WinFLOW V4 software and an automatic 
sampler. Further, measurements of pH, alkalinity, chemical 
oxygen demand (COD), dissolved oxygen, temperature, 
solids contents (TSS, VSS, TS and VS) were also obtained 
using standard analytical techniques (APHA, 1989). 

 

Fig. 1: Schematic view of the nitrification reactor where 
“air out” goes to a small recycle chamber in which it is 
separated from liquid that flow back down the liquid 
recycle line. 

 

Table 1: Feed properties and reactor operating conditions. 
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448 
784 
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1400 
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7535 
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7535 
7224 
7224 

8.3 
8.3 
8.3 
8.3 
7.9 
7.6 

 

3. MODELING AND SIMULATION 

 
The digestate nitrification bioreactor was modeled as a 
completely mixed reaction zone with a sludge recycling 
stream to represent the sedimentation section. A full 
description of the used model is available elsewhere (Botheju 
et al., 2010).  Equations 1-3 represent the basis of the reactor 
model simulated here. They describe the dynamics of soluble 
(s) components, particulate (p) components and oxygen, 
respectively. Since the experimental reactor was operated 
under presumed complete sludge retention condition, the 
recycle ratio is given the value of unity for the particulate 
components. 
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The stochiomatric matrix (ST), the reaction rates matrix (rb) 
and the numerical values of all kinetic coefficients were taken 
from the ASM 3 model (Gujer et al, 1999). Table 2 
summarizes some of the main parameter values used in the 
simulations. The symbolic notations are described in 
Nomenclature section. Influent concentration matrix (Cin) 
was based on the feed analysis shown in Table 1, which 
includes the time variations also. The oxygen mass transfer 
coefficient (kLa –Table 2) is chosen by using the model 
simulations themselves so that the simulated oxygen 
concentration of the reactor matches the measured dissolved 
oxygen values. 
 
Table 2: Some of the principle parameter values used in 
simulations. 
Parameter  Value 
Reactor volume , V [L] 
Flow rates, q [ml/d] 
O2 saturation coefficient at 25 oC, Cs

 [mg/L] 
Autotrophic max. growth rate, µA, [d-1] 
NH4

+-N saturation for autotrophes, Ka,NH4 [g/m3] 
O2 saturation for nitrifiers, Ka,O2 [g/m3] 
HCO3

- saturation for nitrifiers, Ka,alk [mol/m3] 
Aerobic endogenous respiration rate of 
autotrophes, ba,O2 [d

-1] 
Oxygen mass transfer coefficient, kLa [d-1] 

12.8  
168-1120  
8.5  
1  
1  
0.5 
0.5  
0.15 
 
165 

 
Developed model is simulated using a program script written 
in Matlab 7.0. The Ode15s solver is used for solving the set 
of ordinary differential equations generated from Eq 1-3. It 
was found that the ode45, another common solver available 
in Matlab, cannot be used due to the stiffness of this model. 
 

4. RESULTS AND DISCUSSION 

4.1 Predictability of ASM  3 

Fig. 2 shows the measured and model predicted NO3-N and 
NH4-N concentrations (mg/L) under varied input loads. No 
parameter estimation was attempted except for the oxygen 
mass transfer coefficient, kLa, which was selected based on 
observed dissolved oxygen measurements. Aeration 
efficiency is unique for any given reactor application 
/geometry. Both the simulations and the experimental 
measurements indicate a complete conversion of NH4-N 
under the operating conditions tested. This confirms the 
ability of post anaerobic nitrification to produce a stable 
nitrate N fertilizer product based on cow manure digestates. 

ASM 3 model considers biological nitrification as a single 
stage process where ammonical N (NH4-N) is directly 
converted to nitrate N (NO3-N). In reality, nitrification is 
basically a two stage process where nitrite (NO2-N) is first 

generated as an intermediate. This would not, however, make 
a significant disparity when simulating nitrification systems 
with minimal nitrite accumulation, like the case being 
discussed here. Measured NO2-N concentrations during the 
experiment were always below 10 mg/L; and most often were 
close to 1 mg/L (Fig. 2). In some rare situations, nitrite 
accumulation might be promoted by applying low oxygen 
supplies (below 1 mg/L), higher temperatures (above 30 oC), 
higher pH (above 7.9) and low sludge age conditions 
(Chuang et al., 2007). ASM 3 in the present form cannot be 
used for such cases. Modifications have been suggested to 
include two stage nitrification in ASM 3 (Iacopozzi et al., 
2007; Kaelin et al., 2009). Such modifications seem 
irrelevant for the present application unless there is a need to 
simulate some process failure cases. It is therefore concluded 
that the standard ASM 3 is adequate for digested manure 
nitrification simulations. 
 

 
Fig. 2: Simulated and observed behaviour of digestate 
nitrification. 
 
4.2 Simulations based analysis 

Despite the fact that the dissolved oxygen level is above 1 
mg/L throughout the experiment (Fig. 3), significant nitrogen 
loss due to anoxic denitrification activity is noted in 
simulations (Fig. 3). High concentration of heterotrophic 
biomass in the system can offsets the effect of the oxygen 
inhibition function used in the rate equation for anoxic 
growth in the ASM 3 model. In practical terms, this can be 
analogue to oxygen depleted conditions occurring inside 
activated sludge flocs even when the dissolved oxygen 
concentration of the bulk phase is sufficiently high, leading to 
a certain level of denitrification activity.  

Nitrification reactions need adequate buffer capacity (or 
alkalinity) to proceed. If the feed stream does not have 
enough buffer capacity itself, supplementation is essential. 
According to this study, it is noted that cow manure digestate 
can be completely nitrified without addition of extra buffer 
capacity. Neither simulation nor measurements indicated any 
alkalinity deficiency (Fig. 3), but both showed that the most 
of the feed alkalinity is consumed for nitrification. Feed 
digestate has an average alkalinity level of 11.8 g HCO3

-/L 
and pH of 8.0. The pH of the nitrified product is about 6.5. 
These alkalinity and pH values are well suited for the process 
as well as for the product. Extreme pH values can distort the 
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soil condition, therefore near neutral pH is preferable. Low 
and near neutral pH values observed in this study also avoid 
any significant N loss in NH3 form. The optimum pH 
condition for the growth of nitrifiers is reported to be 7.5-8.0 
(Willers et al., 1998; Colliver and Stephenson, 2000), but the 
results of this study show strong nitrification at lower pH. 
Avoiding the need for additional chemical supplements 
greatly enhances the process economy and preserves the 
green /organic nature of the proposed concept.  
 

 
Fig 3. Measured reactor pH, alkalinity (measured and 
simulated), simulated N2 and O2 levels, during 61 d 
operation. 
 
A simulation of the nitrification reactor until it reaches steady 
state under the last used feed and operating conditions in the 
experiment is presented in Fig. 4. The reactor reached steady 
state after about 75 days. Autotrophic nitrifying biomass 
concentration (XA) is about 1/8 of the amount of 
heterotrophic biomass (XH) present in the system, shown by 
the simulation. Nitrifying organisms are known for their 
slower growth rate (Bernet et al., 2000; Colliver and 
Stephenson, 2000). The simulation model used the values of 
1 and 2 d-1 for the maximum specific growth rates of 
autotrophic and heterotrophic biomasses, respectively (Table 
2).  

 
Fig. 4: Simulated steady state performance of the nitrification 
reactor. 
 
Total active biomass concentration of the reactor is about 
1900 mg/L, according to the simulations (Fig. 4). The active 
biomass is only a fraction of the total MLVSS concentration. 
It is generally accepted that MLVSS concentration must be 

higher than 1500 mg/L to maintain a successful nitrification 
process (Coffman, 2011). Simulated autotrophic biomass 
concentration at day 61 suggests a specific nitrification rate 
of 0.44 g-N/g-XA.d. Reactor operating temperature of 26 ± 1 
oC (lab temperature) is within the reported optimum 
temperature range of 25-30 oC for nitrification (Neufel et al., 
1986; Colliver and Stephenson, 2000).  
 
4.3 N mass distribution analysis 

The following analysis is performed on the N mass 
distribution of the reactor, based on measured and simulated 
figures. 
 
Input fractions of N 
Total NH4-N input from feed digestate = 70.3 g  
(summation of measured NH4-N feed rates (mg/d) over 61 
days) 
 
Total N input associated with suspended solids (Xss) 

= total suspended solids input (measured) over 61 
days X 0.01 = 13 g 

(0.01 is the yield of NH4-N due to the hydrolysis of 
suspended solids; as specified in ASM 3) 
 
Total N input associated with organic soluble substrate (SS)  

= total soluble substrate input (measured) over 61 
days X 0.03 = 13.2 g 

(0.03 is the yield of NH4-N (release) due to the uptake of SS; 
as specified in ASM 3) 
 
Total input of N over the 61 days period = 96.5 g 
 
Output fractions of N 
NO3-N produced and taken out from the reactor during 61 
days period  = 56.4 g (measured and simulated -Fig. 2) 
 
N2 produced and exited the reactor during 61 days period 

 = 6.4 g (simulated - Fig. 3) 
 
NH4-N and NO2-N fractions in the effluent stream are 
deemed negligible (Fig. 2). 
 
Total retention of suspended solids is assumed. 
 
Total output of N over the 61 days period = 62.8 g 
 
Accumulated fractions of N 
Accumulated NO3-N on day 61= 17.1 g (measured) 
 
Accumulated N2  on day 61= 2.4 g (simulated -Fig. 3) 
 
Accumulated NH4-N in Xss on day 61= 15.4 g (simulated) 
 
Total accumulation of N in the reactor = 34.9 g 
 
According to this N mass distribution analysis, N balance 
closes with only 1 % difference between the input fraction 
and the summation of output fraction and accumulated 
fraction. It reveals that about 27 % of the input N load comes 
through suspended solids and soluble organic substrate. 
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Nearly half of that 27 % is embedded in suspended solids 
(including biomass cells present in the digestate). Out of the 
total N input, a 76 % is recovered as NO3-N; while this 
amount becomes 105 % if only the NH4-N input is 
considered. Generation of considerable amounts of NH4-N 
due to the mineralization of solids was reported by other 
authors too (Meknassi et al., 2000; Botheju et al, 2010). 
Denitrification consumed 9 % of the total N input. About 15 
% of the N input remains embedded in suspended solids. 
Assimilated N in biomass should represent a considerable 
portion of this solid embedded N. To what extent N 
assimilation can be reduced to obtain more nitrate is not 
clear. Denitrification, however, can be reduced by 
maintaining higher oxygen levels, at the expense of energy 
for aeration. 
 

5. CONCLUSIONS 

Anaerobically digested cow manure can successfully be 
nitrified to produce an improved quality stable fertilizer 
product. The process can be carried out without pH 
adjustments or buffer capacity supplements. 
 
Activated sludge model no. 3 can be used, without 
modifications or parameter alterations, to model and simulate 
nitrification processes based on cow manure digestates. 
 

ACKNOWLEDGEMENT 

The study is supported by the Norwegian Ministry of 
Agriculture. Authors acknowledge various supports by the 
staff members of Telemark University College, Faculty of 
Technology. 
 

NOMENCLATURE 

  
C -concentration 
Cs -O2 saturation concentration 
kLa -aeration coefficient 
p -particulate component 
q -flow rate 
rb -reaction rate vector 
S -stoichiometric matrix 
s -soluble component 
ST -matrix transpose of S 
t -time 
V -reactor volume 
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Paper 27 
Title: Trend analysis in dynamic modeling of water treatment 
 
Esko Juuso 
University of Oulu, Finland 
 
Keywords: Trend analysis, dynamic models, nonlinear systems, water treatment, linguistic 
equations, statistical analysis 
 
Temporal reasoning is a very valuable tool to diagnose and control slow processes. Identified 
trends are also used in data compression and fault diagnosis. Although humans are very good 
at visually detecting such patterns, for control system software it is a difficult problem 
including trend extraction and similarity analysis. In this paper, an intelligent trend index is 
developed from scaled measurements. The scaling is based on monotonously increasing, 
nonlinear functions, which are generated with generalised norms and moments. The 
monotonous increase is ensured with constraint handling. Triangular episodes are classified 
with the trend index and the derivative of it. Severity of the situations is evaluated by a 
deviation index which takes into account the scaled values of the measurements. Case studies 
are from water treatment. Modelling and simulation of biological wastewater treatment in 
pulp and paper industry requires hybrid models since the operating conditions can fluctuate 
drastically. A compact dynamic simulation is realized with linguistic equation (LE) models. 
The models consist of two parts: interactions are handled with linear equations, and 
nonlinearities are taken into account by membership definitions. The same scaling approach is 
used in trend analysis and modeling. The resulting model has a cascade structure with 
specialized LE models. The trend analysis is used model selection and model adaptation to 
activate recursive modeling. 
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Abstract: Temporal reasoning is a very valuable tool to diagnose and control slow processes.
Although humans are very good at visually detecting such patterns, for control system software
it is a difficult problem including trend extraction and similarity analysis. In this paper,
an intelligent trend index is developed from scaled measurements. The scaling is based on
monotonously increasing, nonlinear functions, which are generated with generalised norms and
moments. The monotonous increase is ensured with constraint handling. Triangular episodes are
classified with the trend index and the derivative of it. Severity of the situations is evaluated by
a deviation index which takes into account the scaled values of the measurements. Case studies
are from wastewater treatment. Modelling and simulation of biological wastewater treatment
in pulp and paper industry requires hybrid models since the operating conditions can fluctuate
drastically. A compact dynamic simulation is realized with linguistic equation (LE) models,
which consist of two parts: interactions are handled with linear equations, and nonlinearities
are taken into account by membership definitions. The same scaling approach is used in trend
analysis and modelling. The resulting model has a cascade structure with specialized LE models.
The LE based trend episodes and deviation indices provide good tools for detecting changes in
operating conditions to be used in data and model selection and model adaptation.

Keywords: Trend analysis, dynamic models, nonlinear systems, water treatment, linguistic
equations, statistical analysis.

1. INTRODUCTION

In the pulp and paper industry, a huge amount of water
flows through different processes. Waste water treatment
within Finnish pulp and paper industry is most commonly
done in an activated sludge plant, which is a complex
biological process, where several physical, chemical, and
microbiological mechanisms simultaneously affect purifi-
cation results. Limits of the emissions are defined by au-
thorities. A lot of process measurements are available, but
measurement sets do not include sufficient information on
special features of the influent nor on microbial compo-
sition of the sludge. Populations of microorganisms are
highly important, e.g. sludge bulking cause especially poor
treatment efficiency results when biosludge escapes from
secondary clarification.

Process simulators are used to test different control meth-
ods safely in changing process conditions without disturb-
ing the process. However, a reliable process model is es-
sential for process simulations. For activated sludge plants,
modelling is even more demanding since the condition of
the biomass need to be modelled as well. Mechanistic mod-
els have been two decades in active use. The first Activated
Sludge Models (ASM) was presented in 1987 (Henze et al.,
1987). However, the use has been limited by complexity
of the models. Lindblom (2003) reduced the ASM1 to an

activated sludge plant in pulp and paper industry. The
model purpose, defined at the beginning of the procedure,
influences the model selection, the data collection and
the model calibration. In the model calibration a process
engineering approach, i.e. based on understanding of the
process and the model structure, is needed. (Gernaey et al.,
2004)

Black-box, stochastic grey-box and hybrid models are use-
ful in wastewater applications for prediction of the influ-
ent load, for estimation of biomass activities and effluent
quality parameters. These modelling methodologies thus
complement the process knowledge included in white-box
models with predictions based on data in areas where the
white-box model assumptions are not valid or where white-
box models do not provide accurate predictions. (Jansen
et al., 2009)

Many variables are normally measured in a plant, but some
of them are strongly cross-correlated. Data-based analysis
has been used for variable selection (Teppola et al., 1997;
Mujunen et al., 1998; Oliveira-Esquerre et al., 2002).
Clustering data for detection of operating conditions has
used in (Heikkinen et al., 2008b) and (Heikkinen et al.,
2008a) to get basis for specialised submodels. As the
sludge settling properties have remarkable effects on the
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treatment results, modelling of the diluted sludge volume
index (DSVI) is important (Heikkinen et al., 2008b).

Linguistic equation (LE) modelling methods used in chem-
ical water treatment (Ainali et al., 2002; Joensuu et al.,
2004, 2005) have been extended to biological wastewater
treatment. The nonlinear scaling approach presented in
(Juuso, 2004, 2010b) is the basis of these models. Hybrid
models combine mechanistic models (Jansen et al., 2009),
data-driven models (Keskitalo et al., 2009; Heikkinen
et al., 2009), and intelligent analysers (Juuso et al., 2009).
The models are aimed for process control (Halttunen,
2009). The hybrid models introduced in (Juuso, 2009a)
provide a good solution. The LE models developed for the
intelligent analysers are the basis of the hybrid approach as
well. Mechanistic part is mainly devoted to analysing the
effects of the fluctuations in the influent wastewater. The
models of the clarifiers originate from material balances.

The multimodel LE system consists of three interactive
models: load, biomass and treatment. The slow changes of
the operability of the biomass, is the heart of the system.
The load, nutrients, oxygen and temperature are used in
the model of the sludge settling. The biomass population
can be assessed by DSVI. The LE models provide continu-
ous smooth transitions between the submodels. The mod-
els can be tuned with genetic algorithms (GAs) (Juuso,
1999a, 2004). The improved coding presented in (Juuso,
2009b), which does not require penalty functions, and the
new nonlinear scaling methodology based on generalised
norms and skewness provides good results for the LE
modelling (Juuso, 2010b).

Dynamic models should be adapted to the condition of
the biomass, which changes slowly. Trends have earlier
used in selecting the submodels in multilevel modelling
of a lime kiln (Juuso, 1999a,b). Temporal reasoning is
a very valuable tool to diagnose and control slow pro-
cesses. Manual process supervision relies heavily on visual
monitoring of characteristic shapes of changes in process
variables, especially their trends. Although humans are
very good at visually detecting such patterns, for control
system software it is a difficult problem. (Kivikunnas,
1999; Kivikunnas et al., 1996) Intelligent trend indices
based on LE models were introduced in (Juuso, 2011a).

This paper applies the intelligent trend analysis in bi-
ological wastewater treatment. Working point variables,
load nutrition balances and treatment results are analysed
to detect changes in operating conditions of an activated
sludge plant.

2. TREND ANALYSIS

2.1 Trend episodes

Fault diagnosis is a special area of detecting operating
conditions. Typical reasoning systems have three compo-
nents: a language to represent the trends, a technique
to identify the trends, and a mapping from trends to
operational conditions (Dash et al., 2003). The funda-
mental elements are modelled geometrically as triangles
to describe local temporal patterns in data (Fig. 1). The
elements are defined by the signs of the first and second
derivative, respectively. These elements, which are also

known as triangular episodic representations (Cheung and
Stephanopoulos, 1990), have their origin in qualitative rea-
soning and simulation (Forbus, 1984; Kuipers, 1985). An
interval-halving scheme to facilitate automatic extraction
of temporal features from sensor data in terms of the trend
language of primitives was presented in (Dash et al., 2001).

Detecting changes is important for data compression, pro-
cess control and fault diagnosis. Linear regression com-
bined with fuzzy reasoning can be used in detecting signif-
icant changes up or down in process variables (Poirier and
Meech, 1993). The episodes shown in Figure 1 provide fea-
tures for more detailed analysis. Trend extraction methods
are based on polynomials, linear segments, wavelets and
B-splines, and also neural networks are used. Similarities
between trends are analysed for example with sequence
matching, decision trees, pattern recognition and hidden
Markov models, see (Maurya et al., 2007).

Figure 1. Triangular episodic representation: seven basic
types of episodes used for interval description, each
episode type is denoted by a letter from the set A, B,
C, D, E, F, G (Kivikunnas, 1999).

2.2 Trend extraction

Piecewise linear regression is used for data compression. In
the swinging door method, each new measurement value
is compared to the active linear trend, and a new trend is
started if the value does not fit to the deviation threshold.
The trends are reconstructed from the archived spot values
by linear interpolation between archived points at the
original sampling instants.(Thornhill et al., 2004)

In a top-down approach, a line is fitted to all partitions
of signal. The data set halved into two sets if the fitting
error is large. The lower cut-off for the window size is two,
where the line certainly can be fitted. A complimentary
bottom-up approach starts from the finest partition, and
adjacent segments are merged to create larger segments
with minimised merging cost criteria. Merging is stopped
when the minimum merging cost exceeds the maximum
allowed error. (Maurya et al., 2007)
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Polynomial regression can be used for finding nonlinear
episodes. The data set is divided into pieces of equal length
and a polynomial is fitted in each segment for uniform
sample time (Konstantinov and Yoshida, 1992). Different
orders and coefficients correspond to different shapes. The
order of the polynomial is increased until desired fitness is
achieved or the maximum allowed order is reached.

Time series of measurements contain effects of many dis-
tinct contributions: slow trends, different kinds of equip-
ment faults, periodic disturbances and changing sensor
noise (Stephanopoulos and Han, 1996). Also outliers and
structural breaks need to be analysed to find true trends
(Metz, 2010). Generalised norms provide useful tools for
analysing different effects (Lahdelma and Juuso, 2008a).
Trend removal on the basis of the user defined window
(moving average or median) can be included to the pre-
processing if the variation around the trend is important
for the modelling.

2.3 Similarity analysis

In early research, similarity analysis was based on match-
ing the sequence of primitives or the sign of the first
derivative, i.e. if all the signs in both sequences are not the
same then the two trends are considered different. A more
detailed analysis uses additional information on the signs
of the second derivative and the quantitative deviation
between the signals. Outliers need to be removed in this
analysis. Similarity measures can be based on distance
measures, e.g. the Euclidean distance between the data
sets. These approaches have been extended to several dis-
tance measures, non-uniform time scaling (time-warping)
and non-uniform amplitude-scaling. Also stochastic hid-
den Markov models are used in trend matching. (Maurya
et al., 2007) Resolution, fine or coarse, has a strong effect
on results (Stephanopoulos and Han, 1996).

2.4 Fuzzy logic

The trend extraction method of Cheung and Stephanopou-
los is called qualitative scaling (Cheung and Stephanopou-
los, 1990). It generates a hierarchical multiscale structure
of trend descriptions over different time scales from pro-
cess data. Stephanopoulos et al. (Stephanopoulos et al.,
1997) have applied the methodology in data analysis of
fermentation processes. Their system consists of a wavelet
signal decomposition that acts as a noise removing filter, a
triangular representation of smoothened process variables,
and a search algorithm that uses decision trees comparing
Shannon’s entropy for each branch in the tree. Trend
analysis was applied to a pilot scale fermentation process
in (Kivikunnas et al., 1996).

3. DATA ANALYSIS

Generalised moments and norms introduced in (Lahdelma
and Juuso, 2008a,b) are the basis of the nonlinear scaling
methodology (Juuso, 2009b; Juuso and Lahdelma, 2010)
and the new intelligent trend indices (Juuso et al., 2009;
Juuso, 2011a).

3.1 Generalised moments and norms

A norm defined by

||τMp
α|| = (τMp

α)
1/p = (

1

N

N∑

i=1

|x(α)
i |p)1/p, (1)

where α ∈ R is the order of derivation, the order of
the moment p ∈ R is non-zero. The signal is measured
continuously, and the analysis is based on consecutive
equally sized samples. Duration of each sample is called
sample time, denoted by τ . The number of signal values
N = τNs where Ns is the number of signal values which
are taken in a second. This norm, which has the same
dimensions as the signal x(α), is defined in such a way
that −∞ < p < ∞, i.e. the definition includes the lp
norms defined for 1 ≤ p < ∞. This norm introduced
in (Lahdelma and Juuso, 2008a) is a Hölder mean, also
known as the power mean. The norm values increase with
increasing order, i.e. for the lp and lq norms holds

(τMp
α)

1/p ≤ (τM q
α)

1/q , (2)

if p < q . The increase is monotonous if all the signals are
not equal.

The absolute mean ||x(α)||1, the rms value ||x(α)||2, and
the absolute harmonic mean, ||x(α)||−1, are special cases
where the order is 1, 2 and -1, respectively. When the order
p → 0, we obtain from (1) the absolute geometric mean,
||x(α)||0. The norm (1) represents the norms from the
minimum to the maximum, which correspond the orders
p = −∞ and p = ∞, respectively. When p < 0, all the
signal values should be non-zero, i.e. x �= 0. Therefore,
the norms with p < 0 are reasonable only if all the signal
values near the zero are removed. (Lahdelma and Juuso,
2008a, 2010)

The normalised moments,

γk =
E[(X − E(X))k]

σk
X

, (3)

are generalised by replacing the expectation value E(X)
with the norm (1) as the central value:

γk =
E[(X(α) − ||τMp

α||p)k]
σk
X

, (4)

where σX is calculated about the origin, and k is a positive
integer. The feature γ3 is called the coefficient of skewness,
or briefly skewness, and the feature γ4 as the coefficient of
kurtosis. The skewness is a measure of asymmetry: γ3 = 0
for a symmetric distribution. (Juuso and Lahdelma, 2010)

3.2 Nonlinear scaling in modelling

Membership definitions provide nonlinear mappings from
the operation area of the (sub)system to the linguistic
values represented inside a real-valued interval [−2, 2],
denoted as the linguistic range, see (Juuso, 2004). The
membership definitions consist of two second order poly-
nomials: one for negative values, X ∈ [−2, 0), and one for
positive values, X ∈ [0, 2]:

f−
j = a−j X

2
j + b−j Xj + cj , Xj ∈ [−2, 0),

f+
j = a+j X

2
j + b+j Xj + cj , Xj ∈ [0, 2].

(5)

The values Xj are called linguistic values because the
scaling idea is based on the membership functions of fuzzy
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Figure 2. Feasible shapes of membership definitions fj and
corresponding derivatives Dj : coefficients adjusted
with core (left) and support (right). Derivatives are
presented in three groups: (1) decreasing and increas-
ing, (2) asymmetric linear, and (3) increasing and
decreasing.

set systems. The coefficients of the polynomials are defined
by the corner points of the feasible range.

As the membership definitions are used in a continu-
ous form, the functions f−

j (Xj) and f+
j (Xj) should be

monotonous, increasing functions in order to produce real-
isable systems. In order to keep the functions monotonous
and increasing, the derivatives of the functions f−

j and f+
j

should always be positive (Fig. 2).

The inequalities for the core and the support are satisfied
with

(cl)j −min (xj) = α−
j (cj − (cl)j),

max (xj)− (ch)j = α+
j ((ch)j − cj)

(6)

if the coefficients α−
j and α+

j are both in the range [ 13 , 3].
Corrections are done by changing the borders of the core
area, the borders of the support area or the centre point.
Additional constraints for derivatives can also be taken
into account. The coefficients of the polynomials can be
represented by

a−j =
1

2
(1 − α−

j ) Δc−j ,

b−j =
1

2
(3 − α−

j ) Δc−j ,

a+j =
1

2
(α+

j − 1) Δc+j ,

b+j =
1

2
(3 − α+

j ) Δc+j ,

(7)

where Δc−j = cj−(cl)j and Δc+j = (ch)j−cj. Membership

definitions may contain linear parts if some coefficients α−
j

or α+
j equals to one (Fig. 2).

The best way to tune the system is to first define the
working point and the core [(cl)j , (ch)j ], then the ratios
α−
j and α+

j from the range [ 13 , 3], and finally to calculate

the support [min (xj), max (xj)]. The membership defini-
tions of each variable are configured with five parameters,
including the centre point cj and three consistent sets: the
corner points {min (xj), (cl)j , (ch)j , max (xj)} are good

for visualisation; the parameters {α−
j , Δc−j , α

+
j , Δc+j } are

suitable for tuning; and the coefficients {a−j , b−j , a+j , b+j }
are used in the calculations. The upper and the lower
parts of the scaling functions can be convex or concave,
independent of each other. Additional constraints can be
taken into account for derivatives, e.g. locally linear func-
tion results if continuous derivative is chosen in the centre
point. The continuity requirement limits the ranges of the
ratios α−

j and α+
j if the functions are adjusted by moving

the centre point (Juuso, 2010b). Inequalities (6) should
be satisfied also after changing cj , which may require
iteration.

3.3 Corner points with generalised moments and norms

The value range of xj is divided into two parts by the
central tendency value cj and the core area, [(cl)j , (ch)j ],
is limited by the central tendency values of the lower
and upper part. The approach based on (4) is used for
estimating the central tendency value and the core area.
Derivation is not used for the process measurements,
i.e. α = 0. The central tendency value is chosen by
the point where the skewness changes from negative to
positive, i.e. γ3 = 0. Then the data set is divided into
two parts: a lower part and an upper part. The same
analysis is done for these two data sets. The estimates of
the corner points, (cl)j and (ch)j , are the points where
the direction of the skewness changes. The iteration is
performed with generalised norms. Then the ratios α−

j

and α+
j are restricted to the range [ 13 , 3] moving the

corner points (cl)j and (ch)j or the upper and lower limits
min (xj) and/or max (xj). The linearity requirement is
taken into account, if possible.

The nonlinear scaling methodology based on gener-
alised norms and skewness provides good results for the
automatic generation of scaling functions (Juuso and
Lahdelma, 2010). Sensitivity to small faults and anomalies
was increased considerably. The approach was tested with
normal, Poisson and Weibull distributions and with two
applications of condition monitoring. The scaling approach
can be extended to recursive use (Juuso, 2011b).

3.4 Intelligent indices

Trend analysis provides useful indirect measurements for
high level control. For any variable j, a trend index ITj (k)
is calculated from the scaled values Xj with a linguistic
equation

ITj (k) =
1

nS + 1

k∑

i=k−nS

Xj(i)− 1

nL + 1

k∑

i=k−nL

Xj(i), (8)

which is based on the means obtained for a short and a long
time period, defined by delays nS and nL, respectively. The
index value is in the linguistic range [−2, 2] representing
the strength of both decrease and increase of the variable
xj . (Juuso et al., 2009)

The derivative of the index ITj (k), denoted as ΔITj (k),
is used for analysing triangular episodic representations
(Fig. 1). An increase is detected if the trend index exceed
a threshold ITj (k) > ε+1 . Correspondingly, I

T
j (k) < −ε−1 for
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a decrease (Fig. 3). These trends are linear if the derivative
is close to zero: −ε−2 < ΔITj (k) < −ε+2 . Concave upward
monotonic increase(D) and concave downward monotonic
decrease (B) are dangerous situations. Concave downward
monotonic increase (A) and concave upward monotonic
decrease (C) mean that an unfavourable trend is stopping.
(Juuso, 2011a)

Figure 3. Triangular episodic representations defined by
the index ITj (k) and the derivative ΔITj (k).

The trend detection logic is similar to a typical PI type
linguistic equation (LE) controller (Juuso, 1999a). The
system could be implemented as a fuzzy set system by
generating the membership functions (Juuso, 2004). In the
present system, fuzzy logic is used only for explaining the
progress of the analysis.

Severity of the situation can be evaluated by a deviation
index

IDj (k) =
1

3
(Xj(k) + ITj (k) + ΔITj (k)). (9)

This index has its highest absolute values, when the
difference to the set point is very large and is getting still
larger with a fast increasing speed (Juuso et al., 2009).
This can be understood as an additional dimension in
Figure 3.

The trend analysis is tuned to applications by selecting the
time periods nL and nS . Further fine-tuning can be done
by adjusting the weight factors w1 and w2 used for the
indices ITj (k) and ΔITj (k). The thresholds ε+1 = ε−1 = 0.5.

4. ACTIVATED SLUDGE PLANT

In biological wastewater treatment, the biological state of
the biomass influences on the purification result and sub-
sequent process phases. The model based optimisation and
control concept is aimed for detecting process conditions
and comparing control actions to improve operation of
an activated sludge plant (Fig. 4). On-line measurements
and laboratory analysis are combined to build indirect
measurements and intelligent dynamic models. Intelligent
methods are needed in the models of the aeration basin.
Uncertainty handling is an essential part of the models.
The concept is tested in connection to industrial purifica-
tion processes at the pulp mill of Stora Enso Fine Paper
in Oulu.

The scaled measurement values can be used as intelligent
indices. In this study, they are used in the trend analysis to

Figure 4. Activated sludge plant.

calculate trend indices to find trend episodes and deviation
indices for long periods: nS = 30 days and nL = 360 days.
The weight factor w2 = 5 for all variables discussed. The
weight factor w1 ∈ [1, 1.5] is variable specific.

4.1 Measurements

Measurements were extracted from databases of the pro-
cess and laboratory data. Influent quality depends on
suspended solids (SS), chemical oxygen demand (COD),
biological oxygen demand (BOD) and concentrations of
nitrogen and phosphorus. In pulp and paper industry,
additional nitrogen and/or phosphorus dosing is needed to
keep the biomass in good condition. Changes in biomass
population may cause sludge bulking which is seen as
deterioration of sludge settling properties, described with
sludge volume index (SVI) or diluted sludge volume index
(DSVI). For example, if there is lack of oxygen or nutrients
compared to biomass population, filamentous sludge leads
into poor settling properties.

Changes in activated sludge process are slow, especially
recovering from the bulking state to normal operation
takes time. There are significant seasonal effects, e.g.
temperature is typically some degrees lower in winter
time. On the other hand, cooling problems may cause
temperature rise in summer time. In addition pH and
dissolved oxygen profile have obvious effects to the biomass
population. Considerable changes of influent quality can
be seen in conductivity.

The control variables such as sludge age, COD/nutrient
rate, sludge loading, and recycle ratio can be derived from
the measurements. The treatment efficiency is assessed by
reduction of total nitrogen, total phosphorus, and total
COD.

Effective time delays are taken into account, and an ad-
ditional challenge is that these time delays are varying.
Naturally, the delays depend on the flow rates, but also the
changes of kinetics have their effects. Moving the points
with the number of delays is complicated when the time
delays are not constants. A variable time delay based on
the flow defines a variable time window [(TD)min, (TD)max]
for calculating the moving averages of the scaled measure-
ments. The window is essential in this kind of applications,
where the process is distributed.

In the data analysis, all these measurements are scaled
with the nonlinear scaling approach presented in Section
3.2. Only the measured values are taken into account, since
some of the measurements are collected very infrequently.
Missing values are handled as not-a-numbers in calculating
the norms (1) and moments (4). The calculated operating
point variables, the load and the nutrients can be used di-
rectly for predicting the treatment results. (Juuso, 2010a)
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Figure 5. Trend episodes (left) and deviation indices (right) for working point variables.

4.2 Operating conditions

The operating conditions are classified by oxygen, temper-
ature and flow. As the flow comes from the production
process, it cannot be made suitable for the treatment
process (Fig. 5(f)). The process stoppages can be seen as
fast changes of trend episodes (Fig. 5(e)). The temperature
should be kept in optimal range. However, in summertime
heat exchanger and additional cooler water have not been
sufficient to do that, when the flow has been very high.
Correspondingly, in winter time the temperature of the
basin has decreased when the flow has been on a lower
level. Early warning of these temperature changes is pro-
vided by the trend episodes (Fig. 5(c)) and the deviation
indices (Fig. 5(d)).

The normal levels are the best both for the temperature
and the oxygen: too high and low temperatures affect to
the biomass; too low oxygen levels are harmful and too
high levels mean excess energy consumption. The period of
low temperature is during the long stoppage of the process,

and high temperatures are related to high flow in summer
time. One period of high oxygen and three periods of low
oxygen were detected in (Juuso, 2010a). Increasing oxygen
levels are here detected with the trend episodes (Fig. 5(a))
and the deviation indices (Fig. 5(b)).

4.3 Load and nutrients

Load and nutrient should be balanced since both an ex-
ceptionally high load and excess nutrients cause problems.
The data set of three years and eight months starting from
January 2005 includes examples of these problems. For
most of time during the first year the feed of nutrients was
on a high level, and then it was decreased to a low level
during the second year (Juuso, 2010a). During the first au-
tumn, there was a high peak of nutrient feed period of high
nutrient feed when the load was fairly low. The nutrient
feed returned to normal by the spring. However, later the
load was strongly increased, which have caused an opposite
situation. Changes of load levels are early detected with
the trend episodes (Fig. 6(c)) and the deviation indices
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Figure 6. Trend episodes (left) and deviation indices (right) for load and nutrients balance.

(Fig. 6(d)). Corresponding changes of the nutrition levels
are seen in Figures 6(e) and 6(f).

Averages obtained from longer time periods have been
used in calculating the load nutrients balance. The changes
of the balance are clearly seen in the deviation index (Fig.
6(a)): the low levels detected when 250 < t < 450 were
corrected before t = 600, but after that the increase of
the load was not balanced when 630 < t < 680. Too low
nutrition levels were kept until t = 950. Better results were
obtained only when the load went down.

4.4 Treatment results

Treatment results are here analysed by comparing the
COD reduction and DSVI values: the deviation index
should be high for the COD reduction and low for the
DSVI. The load and the nutrients should be balanced, i.e.
the difference of the load and nutrient level should be close
to zero (Fig. 6(b)). Too high nutrient level compared to the
load causes poor settling seen as an increase of the DSVI,

which continues as an oscillating behaviour when 250 <
t < 480 (Fig. 7(d)). The treatment result is on the normal
level, but the deviation index already indicates reduced
performance (Fig. 7(b)). The treatment result improves
when the nutrient feed corresponds better the load level.
Even high flow around t = 600 is acceptable if it does
not cause considerable increase in temperature, compare
Figures 7(b) and 5(f). Very good operation achieved when
480 < t < 620 and again when 650 < t < 750. These
periods end when the nutrient level becomes lower (Fig.
6(f)).

Generally, too low nutrient level causes problems in set-
tling (Fig. 7(d)). Very good operation is lost, and the
biomass gets into a weak condition when the oxygen level
goes down (Fig. 5(b)) and the temperature up (Fig. 5(d)).
The worst conditions results when also the flow goes up
on the third summer: COD reduction is low (Fig. 7(b))
and DSVI high (Fig. 7(d)). Recovering takes a long time
although the nutrient load balance and the operating con-
ditions are good. The balance level is high when t = 940,
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Figure 7. Trend episodes (left) and deviation indices (right) for the treatment results.

but goes gradually to appropriate range when t goes to
1000. However, the worst conditions both in the COD
reduction and the DSVI continue the whole period, 60
days. The high load when t = 1200 reduces performance.
Finally, good treatment results are reached just in the end
of the time period (Figs. 7(b) and 7(d)).

Problems of simple data-driven modelling approaches are
clearly understood by comparing these results. The oper-
ation of the treatment process depends strongly on the
condition of the biomass, whose changes are fairly slow
as can be seen from the DSVI values (Fig.7(d)). The
variable time delays and modelling of the slow changes
of the biomass are necessary to understand the operation.
The intelligent analysers presented in (Juuso et al., 2009)
are promising tools for on-line detection, and the method
of defining the parameters further improves the sensitivity.
The trend episodes and the deviations indices provide early
warning about the changes.

5. CONCLUSIONS

The LE based trend analysis provides good tools for de-
tecting changes in operating conditions. The nonlinear
scaling methodology based on generalised norms and skew-
ness is an important part of the methodology. The analysis
demonstrates the problems of simple data-driven mod-
elling in this application. The hybrid structure is essential:
load, biomass and treatment need their specialised models
where the condition of the biomass is the key part. The
data sets for developing these specialised submodels can
be chosen with the intelligent trend analysis. In future
research, the trend analysis will be used for shorter time
periods to develop advanced control solutions. By choosing
specific time periods and weight factors the intelligent

trend analysis can be done parallel in several time scales,
which are needed for control, fault diagnosis and perfor-
mance monitoring.
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ABSTRACT 
 
Complete Solid Oxide Fuel Cell (SOFC) plants fed by several different fuels are suggested and analyzed. 
The plants sizes are about 10 kW which is suitable for single family house with needs for both electricity and 
heat. Alternative fuels such as, methanol, DME (Di-Methyl Ether) and ethanol are also considered and the 
results will be compared with the base plant fed by Natural Gas (NG). A single plant design will be 
suggested that can be fed with methanol, DME and ethanol whenever these fuels are available. It will be 
shown that the plant fed by ethanol will have slightly higher electrical efficiency compared with other fuels. 
A methanator will be suggested to be included into the plants design in order to produce methane from the 
fuel before entering the anode side of the SOFC stacks. Increasing methane content will decrease the needed 
compressor effect and thereby increase the plant power.     
Keywords: SOFC, multi fuel, methanator, methanol, DME, ethanol 
 
 
INTRODUCTION 
 
The Solid Oxide Fuel Cell (SOFC) is an electro-
chemical reactor currently under development by 
several companies for power-heat generation 
application. Depending on the type of the 
electrolyte they are operating at temperature levels 
of more than about 750°C up to 1000°C. Due to 
material cost, the lower temperature alternative is 
now being developed for market entry during this 
decade. This would also be in advantage for the 
BoP (Balance of Plants) components. 
The biggest advantage of the SOFC in comparison 
with other types of fuel cells may be in its 
flexibility in using different types of fuels. 
However, in planar SOFCs one needs to pre-
process most kind of fuels in order to break down 
the heavier hydro-carbons which may otherwise 
poison the solid oxide fuel cells. The sulphur 
content in the fuels must also be removed before 
entering the anode side of the SOFC. Such pre-
processing can be done in two different catalytic 
reactors operating at different temperature levels 
indicated by reactor manufacturers. 
SOFC – based power plants have been studied for 
a while and some companies, such as Wärtsilä, 

are trying to realize such systems for CHP 
(Combined Heat and Power) applications; see e.g. 
[1]. The SOFC is also combined with CC 
(Combined Cycles) in the literature to achieve 
ultra high electrical efficiencies, see e.g. [2–3]. 
Due to the current operating temperature of the 
SOFC stacks, hybrid SOFC and GT (Gas Turbine) 
systems have also been studied extensively in the 
literature, e.g. in [4] for CHP (Combined Heat and 
Power). Characterization, quantification and 
optimization of hybrid SOFC–GT systems have 
been studied by e.g. [5]. In [6] modeling results 
are compared with measured data for a 220 kW 
hybrid planar SOFC–GT power plant. Details on 
design, dynamics, control and startup of such 
hybrid power plants are studied in [7]. While 
hybrid SOFC–GT plants have been extensively 
studied by many researchers, the investigations on 
combined SOFC and ST (Steam Turbine) are very 
limited see [8].  
Fuel pre-reforming can be done in different 
reactors such as ASR (Adiabatic Steam Reformer) 
and CPO (Catalytic Partial Oxidation). The 
disadvantages of an ASR reactor is that it needs 
superheated steam during start–up (depending on 
the operating temperature of the reactor, i.e. 
400°C), which is an extremely power consuming 
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procedure. During normal operation steam is 
available after the anode side of the SOFC stacks, 
which can be recycled into the system. In a CPO 
reactor some of the fuel is burned to reach the 
reformer temperature (exothermic), which in turn 
decreases the plant efficiency. In this study both 
ASR and CPO reforming processes are applied for 
the plant fed by natural gas, which is assumed to 
be the base cases when comparison with 
alternative fuels is carried out.   
SOFC plants fed by alternative fuels are designed 
and suggested. The alternative fuels are assumed 
to be methanol, DME and ethanol which do not 
produce any CO2 at consumption side. A 
methanator is applied in these plants to increase 
the amount of methane prior to SOFC anode side. 
Increasing the amount of methane increases the 
extent of the endothermic reforming reactions and 
thus decreases the excess air flow which is used to 
cool down the SOFC stacks.   
 
METHODOLOGY 
 
The results of this paper are obtained using the 
simulation tool DNA (Dynamic Network 
Analysis), see [9], which is a simulation tool for 
energy system analysis. In DNA the mathematical 
equations include mass and energy conservation 
for all components, as well as relations for 
thermodynamic properties of the fluids involved. 
The program is written in FORTRAN. The 
component library includes models of various 
components such as; heat exchangers, burners, 
turbo machinery, dryers and decanters, energy 
storages engines, valves, controllers, as well as 
more specialized components and utility 
components. The user may also implement 
additional components. For example fuel cell 
model, methanator model and reformer model are 
included in this study as is going to be described 
below. 
 
Modeling of SOFC 
 
The SOFC model used in this investigation is 
based on the planar type developed by DTU-Risø 
and TOPSØE Fuel Cell. The model is calibrated 
against experimental data in the range of 650°C to 
800°C (operational temperature) as described in 

[10]. The model matches exactly the experimental 
data. The outlet temperatures (anode and cathode 
sides) are assumed to be the same as the operating 
temperature. The operational voltage (EFC) is 
expressed as 
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where ENernst , ∆Eact , ∆Eohm , ∆Econc , ∆Eoffset are 
the Nernst ideal reversible voltage, activation 
polarization, ohmic polarization, concentration 
polarization and the offset polarization 
respectively. The activation polarization is 
expressed as Butler–Volmer equation (see [11]). 
The activation polarization is isolated from other 
polarization to determine the charge transfer 
coefficients as well as exchange current density 
from the experiment by curve fitting technique. It 
follows, 
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where R, T, F and id are the universal gas 
constant, operating temperature, Faradays 
constant and current density respectively. Ohmic 
polarization depends on the electrical conductivity 
of the electrodes as well as the ionic conductivity 
of the electrolyte and can be described as 
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where tan = 600 µm, tel = 50 µm and tca =10 µm 
are the anode thickness, electrolyte thickness and 
cathode thickness respectively. σan,  σel and σca 
are the conductivity of anode, electrolyte and 
cathode respectively. 
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Concentration polarization is dominant at high 
current densities for anode – supported SOFC, 
wherein insufficient amounts of reactants will be 
transported to the electrodes and the voltage will 
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then reduce significantly. Neglecting the cathode 
contribution (see e.g. [12]), it can be modeled as 
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where B is the diffusion coefficient which is 
calibrated against experimental data and found to 
be, 
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In the above equations pH2 and pH2O are the partial 
pressures for the H2 and H2O respectively, while 
Tref  is the reference temperature (1023 K). The 
anode limiting current density is defined as 
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where Van andτan  are the porosity and tortuosity 
of the anode and are the physical characteristics as 
30% and 2.5 µm in the experimental setup. The 
binary diffusion coefficient is given by 
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which is also calibrated against the experimental 
data. Pref is the reference pressure as 1.013 bar and 
XH2 is the mass reaction rate of H2. Finally the 
current density id is directly proportional to the 
amount of reacting hydrogen according to the 
Faraday’s law; 
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where 2Hn
•

  is molar reaction rate of H2. The area 
A is the physical property of the cell and is 144 
cm2. 
 
Modeling of Methantor 
 
The reforming process is assumed to reach 
chemical equilibrium by minimizing the Gibbs 
free energy as described in [14]. A similar 
procedure is also applied for modeling the 

methanator. The Gibbs free energy of a gas 
(assumed to be a mixture of k perfect gases) is 
given by 
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where g0 , R , T and yi are the specific Gibbs free 
energy, universal gas constant, gas temperature 
and molar fraction respectively. Each atomic 
element in the inlet gas is in balance with the 
outlet gas composition, which yields the flow of 
each atom has to be conserved. For N elements 
this is expressed as 
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The N elements correspond to H, C and O in this 
pre-reforming process. Amj is the number of atoms 
of element j (H, C, O, N) in each molecule of 
entering compound i (H2, CH4, CO, CO2, H2O, O2, 
N2 and Ar), while Aij is the number of atoms of 
element j in each molecule of leaving compound 
m (H2, CH4, CO, CO2, H2O, N2 and Ar). The 
minimization of Gibbs free energy can be 
formulated by introducing a Lagrange multiplier, 
µ, for each of the N constraints obtained in Eq. 
(13).  After adding the constraints, the expression 
to be minimized is then 

 









−

+=

∑ ∑

∑

= =

••

=

•

k

i

w

m
mjinmijouti

N

j
jouttot

AnAn

G

1 1
,,

1
,

     x

µφ
 (14) 

The partial derivation of this equation with respect 

to outin ,

•

can be writes as 

 

( )

ki

pyTRg
n

k

j
ijj

outoutiouti

outi

,1for                    

ln 

1

,
0
,

,

=+

+=
∂

∂

∑
=

•

Aµ

φ

 (15) 

At the minimum each of these is then zero. An 
additional equation is added to make sure that the 
summation of molar fractions of the outlet gases 
is to be the unity. 
 
RESULTS 
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Plants Fed by Natural Gas 
 
The first configuration studied is shown in Fig. 
1a. The fuel (NG) is preheated in a heat exchanger 
before it is sent to a desulphurization unit to 
remove the sulfur content in the NG. This unit is 
assumed to be a catalyst, operating at a 
temperature of 200°C. Thereafter the heavier 
carbon contents in the NG are broken down in a 
CPO type pre-reformer catalyst. Before that the 
fuel must be preheated again to reach to the 
operational temperature of the CPO catalyst. The 
CPO catalyst needs additional air which is 
supplied by a small pump as shown in the figure. 
This air is also preheated before entering the pre-
reformer. It is assumed that the supplied NG is 
pressurized and therefore no pump is needed for 
the fuel. The pre-reformed fuel is now sent to the 
anode side of the SOFC stacks. Due to the 
exothermal nature of the CPO catalyst, no 
preheating of the fuel is required after the 
reformer. The fuel has a temperature of about 
650°C before entering the stacks. The operating 
temperature of the SOFC stacks as well as outlet 
temperatures is assumed to be 780°C. The used 
fuel after the SOFC stacks is used to preheat the 
fuel as well as the air needed for CPO reformer by 
using two separate heat exchangers.  
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Figure 1. The complete SOFC plant fed by natural 
gas, a) with CPO reformer b) with ASR reformer. 

On the other side, air is compressed in a 
compressor and then preheated in a recuperator to 
about 600°C before entering the cathode side of 
the SOFC stacks. Part of the air after the cathode 
side is used to preheat the incoming air. Thus it is 
assumed that the entering temperatures shall not 
be less than 600°C. Lower entering temperature 
may shut down the stacks automatically. Since the 
fuel in the SOFC stacks will not be utilized 
completely the rest of the fuel together with the 
air coming out of the cathode side are sent to a 
burner (catalytic burner) for further burning. 
As mentioned earlier the ASR reformer needs 
super heated steam for operation. Such steam 
must be supplied to the reformer externally during 
start–up. However, during normal operation steam 
is available after SOFC stacks due to reactions of 
hydrogen and oxygen. Therefore, the stream after 
the anode side of SOFC is recycled as shown in 
Fig. 1b. There are three alternatives for such a 
recirculation unit, a pump, a turbocharger and an 
ejector. In a real plant, due to high temperature of 
this stream (more than 700°C) the cost of a pump 
working will be rather expensive. This is also true 
for a turbocharger which is working at such mass 
flows and pressures. Moreover, using an ejector 
brings up problems associated with the size and 
dimensioning of the ejector (due to combination 
of pressure drop and mass flows). Based on these 
facts and for the sake of simplicity an ejector is 
used in this investigation. In order to have a 
proper oxygen-carbon-ratio (∼2), 50% of the 
anode outlet is recycled. Due to endothermic 
nature of the ASR reformer a heat exchanger is 
used to raise the temperature of the reformed fuel 
to 650°C prior to anode side of the SOFC stacks. 
The main parameters for the plant are set in table 
1. Number of stacks is assumed to be 10 meaning 
that each stack would produce 1kW electric power 
with 74 cells. The aim is to produce 10kW net 
power which is enough for a family house in 
Scandinavian countries. Thus electric power 
production by SOFC stacks is set to 10kW.    
The pressure drops in the cathode sides as well as 
the component on the path of air (heat exchanger), 
is assumed to be 0.005 bars.  The pressure drop in 
the anode side as well as the components in the 
path of fuel (heat exchangers, desulfurizer and 
reformer) is assumed to be 0.001 bars. These 
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values are the setting values for the program, 
however, pressure drops are a function of channel 
sizes and mass flows and the channel geometry is 
not kwon. Therefore, these values are calculated 
based on the available data for each channel mass 
flow and dimensions. 
The SOFC plant provides direct current and must 
be converted to AC through a converter. Further, 
the efficiency of the DC/AC converter is assumed 
to be 100%. In reality there would be some losses 
trough the converter and efficiencies of 97% 
could be assumed for plants of such sizes studied 
in this investigation. The inlet temperatures of 
both pre-reformers are assumed to be 400°C. For 
the CPO case the inlet air to the pre-reformer is 
thus preheated to this temperature as well. 
  

Set points Parameter CPO ASR 
Compressor intake T [°C] 25 25 

Compressor ηisentropic  0.60 0.60 
Compressor ηmechanical 0.95 0.95 

SOFC cathode inlet T  [°C] 600 600 
SOFC cathode outlet T  [°C] 780 780 

SOFC utilization factor 0.80 0.80 
SOFC number of cells 74 74 

SOFC number of stacks 10 10 
∆p in the fuel side [bar] 0.005 0.005 

∆p in the air [bar] 0.001 0.001 
Fuel inlet temperature [°C] 25 25 

Desulfurizer operation T [°C]  200 200 
SOFC anode inlet T [°C] 650 650 

SOFC anode outlet T [°C] 780 780 
Burner efficiency 0.97 0.97 

Table 1. Main parameters for design point 
calculations. 

 
The main calculated parameters are provided in 
Table 2.  
 

Parameter CPO ASR 
Net power output [kW] 9.85 9.85 

SOFC plant efficiency [%] 48.1  55.8 
Fuel consumption [kJ/s] 20.48 17.66 

Net power consumption [W] 147.2 152.4 
Burner outlet T [°C]   1170.0 951.7 

Table 2. Net powers and efficiencies for the plants 
fed by natural gas. 

The plants net powers and thermal efficiencies 
(based on LHV, Lower Heating Value) are shown 
in Table 2. The net power output of both plants is 
similar. The efficiency of the ASR plant is 
considerably higher than the corresponding CPO 
plant. The reason is the additional air needed for 
CPO reformer which is provided by the reformer 
compressor. This is reflected in higher fuel 
consumption for the CPO plant. Further, the 
temperature of the burner for the CPO plant is 
considerably higher than the ASR plant. This 
means that the heat generation for the CPO would 
be more than the ASR plant. This of course is 
justified by lower plant efficiency.  
As mentioned previously, the inlet temperature of 
both reformers are assumed to be 400°C. 
However, one could assume other temperatures 
than this; therefore, Fig 2 is presented to study the 
plant efficiency versus reformer inlet temperature. 
As can be seen the plant efficiency with ASR pre-
reformer does not change significantly when the 
inlet temperature is increased to 550°C. On the 
other hand, the plant efficiency increases when 
the CPO pre-reformer inlet temperature is 
increased. As mentioned previously, the reason 
that the inlet reformers temperatures assumed to 
be 400°C was that the oxygen-carbon-ratio for the 
CPO and steam-carbon-ratio for ASR would be 
about 2, thus carbon deposition is avoided. Note 
that, increasing CPO inlet temperature means that 
supplied air to the reformer is decreased, while 
recycle for ASR kept constant.    
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Figure 2. Plant  efficiency as function of reformer 

inlet temperature. 
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Plants Fed by Alternative Fuels 
 
The alternative fuels to be used here are methanol, 
ethanol and DME. These fuels can be produced 
from different sources such as biomass, natural 
gas and coal. At production side there will be CO2 
emission wherein its amount depends on the 
production source. In this way emission is 
centralized which means that the CO2 emission 
can be captured. However, such capturing utility 
at consumer side will be difficult and extremely 
costly. From now on the phrase alternative fuels 
refer to methanol, DME and ethanol. Fuel 
properties are shown in Table 3. 
 

Fuel Chemical 
composition  

LHV 
[MJ/kg] 

LHV 
[MJ/L] 

Methanol CH3OH 19.9 15.8 
DME CH3OCH3 28.8 19.3* 

Ethanol C2H5OH 28.9 22.8 
Table 3. Comparison between the fuels.  

*Liquid (above 5 bar). 
 
All these fuels can be directly fed to the anode 
side of the fuel cell without the need for 
desulfurizer and pre-reformer, since there is no 
sulfur and heavier hydrocarbons in these fuels. 
Thus the complete plant would be much simpler 
than the corresponding plant fed by natural gas, 
see Fig. 3. Both the fuel and air are preheated to 
600°C before entering the SOFC stacks. In order 
to increase the oxygen-carbon-ratio some of the 
fuel is recycled after the anode side of the SOFC 
stacks.  
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Fuel

Burner

CP

SOFC

AP
CP

 
Figure 3. The complete SOFC plant fed by 

alternative fuels, methanol, DME and ethanol. 
 
In order to have a fair comparison, number of 
stacks is chosen to be the same as in the case for 

natural gas (10 stacks). Other assumptions are 
also the same as in the case for natural gas as 
shown in Table 1, such as pressure drops in the 
heat exchangers and burner efficiency.     
Power production, plant efficiency and amount of 
fuel recycle (after anode) are presented in Table 4. 
As can be seen from table 3., the power produced 
by DME and ethanol are almost similar and 
slightly higher than the case with natural gas, 
while the power produced by methanol is slightly 
lower than the case with natural gas. 
 

Fuel Efficiency 
[%] 

Net Power 
[kW] 

Recycle 
[%] 

Methanol 49.3 9.73 41 
DME 50.3 9.94 37 

Ethanol 54.1 9.93 38 
Table 4. Comparison between the fuels. 

 
The plant fed by ethanol has the best efficiency 
(∼54%) while the plant fed by methanol has the 
lowest efficiency (∼49%).   
It might be interesting to mention that the power 
production by ethanol and DME are rather similar 
but the efficiency of the plant fed by ethanol is 
much higher than the case for DME. The reason is 
that the chemical reactions in the SOFC stacks are 
exothermic meaning that heat is going to be 
produced. Therefore, in order to keep the 
temperature of the SOFC stacks at the same level 
additional excess airflow is needed to cool down 
the SOFC stacks. This excess air is provided by 
the air compressor. For the case fed by DME it 
requires much higher air flow than for the case 
fueled by ethanol to cool down the SOFC stacks. 
 
Effect of Methanator 
 
As discussed above the mass flow of the air is 
considerably higher than the stoichiometry value 
and the reason is to cool down SOFC stacks and 
keep their temperature at the desired value. It 
might then be interesting to discus possibilities to 
decrease the air mass flow somehow without 
affecting the operating temperature of the fuel 
cells. One possibility is to increase the amount of 
methane in the fuel prior to the anode side. Due to 
reforming reactions (methane and water, CO2) and 
its endothermic (demanding heat) property then 
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heat can be absorbed from the cells. Increasing 
methane content in the fuel will then result in 
more such reaction, which in turn results in more 
heat will be absorbed. Thus the air flow will be 
decreased. This can be achieved by adding an 
adiabatic Methanator into the plant as shown in 
Fig. 4. Fuel is preheated to 300°C and then is 
entered into the Methanator wherein the amount 
of methane is increased before entering to the 
anode side of the SOFC stacks. To avoid carbon 
deposition additional steam (available after SOFC 
stacks) is recycled and then mixed with incoming 
fuel as shown in the figure.   
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Methanator
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FPAP
CP

 
Figure 4. Suggested complete SOFC plant with 

Methanator when alternative fuels are used.  
 
For the sake of safety a heat exchanger is used 
after the Methanator in case that the temperature 
of the fuel is not less than about 600 ∼ 650°C. In 
fact, the temperature after the Methanator is about 
600°C, which alleviates the need for the anode 
pre-heater (AP).  
The results for such plant with the adiabatic 
Methanator is shown in Table 4 in terms of plant 
efficiency, net power produced and fuel 
consumption. As can be seen the plant efficiency 
fed by ethanol does not change considerably 
whether a Methanator is used or not. However, 
the plant efficiency fed by DME is increased 
slightly (by 1 point percentage) when a 
Methanator is used. Finally, the plant fed by 
methanol increased by about 2 point percentage 
when a Methanator is used compared with the 
corresponding plant without Methanator. Thus it 
can be concluded that the use of Methanator has a 
significant effect on plant efficiency and depends 
on the fuel type and molecular bounds. 
Table 5 shows also that the plant fed by methanol 
needs significantly higher fuel mass flow (about 

31% more) than DME and ethanol to provide the 
same net power of about 10kW.  
 

Fuel Efficiency 
[%] 

Net Power 
[kW] 

Fuel 
[kg/h] 

Methanol 51.3 10.13 3.5712 
DME 51.3 10.13 2.466 

Ethanol 54.2 10.14 2.466 
Table 5. Comparison between the fuels in a plant 

with Methanator. 
 
CONCLUSIONS 
 
A SOFC plant with about 10kW net power 
running by several fuels is studied. In the plant 
fed by natural gas both ASR and CPO pre-
reformers were used to quantify their influence on 
plant efficiency. It was shown that the plant with 
ASR reformer had higher efficiency than the plant 
with CPO pre-reformer, 55.8% versus 48.1%. The 
reason was that the CPO pre-reformer burned 
some of the fuel to reach the reactor temperature 
and therefore, less fuel was available for the 
SOFC stacks and consequently less power was 
produced by the plant compared to corresponding 
ASR plant. 
A general plant fed by alternative fuels (methanol, 
DME and ethanol) was also studied to compare 
the plants in terms of plant efficiency. It was 
shown that ethanol had a significantly higher plant 
efficiency compared with the corresponding 
plants fed by methanol and DME, 54.1% 
compared to 49.3% and 50.3%, respectively.  
It was also concluded that using an adiabatic 
Methanator could increase plant efficiency fed by 
methanol significantly, while its effect on plant 
efficiency fed by DME was marginal. The use of 
adiabatic Methanator had no significant effect on 
plant efficiency when the plant was fed by 
ethanol. Such conclusions are valid under 
assumptions made here, such as number of stacks, 
temperature after the methanator or amount of 
recycled fuel. Other assumptions may slightly 
change the conclusions drawn here which are not 
discussed here. 
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Paper 29 
Title: Etiology of Rey generator stator core failure and study of its rehabilitation integrity 
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Rey stator core failure reported in Nov. 2010 and generator CB was manually opened. 
Mitsubishi 1 is a 102 MVA air cooled GE design, operating at 11 kV and is run by gas turbine. 
The operator observed high temperature in stator and decreased load to reduce it. Temperature 
stabilized when load reduced to 20% of nominal value. A group of broken core sheets 
between conductor and air gap was found after precise inspections and removing the rotor. 
The damage was worst at the armature end (drive end) but extended to the entire length of the 
core and caused sheets deformed. The area involved was between the tooth tips and two sides 
of the slot. Core teeth vibration, increasing of negative phase current due to single phase earth 
fault or breaker failure, unbalanced load, over or under excitation, loosing of core due to tooth 
vibrations, coating destruction, rod-finger and wedge loosing and etc. can cause core failure in 
the generator. Vibration of teeth tips is the main supposition of their physical breakage. For 
evaluation of stator rehabilitation integrity, several parameters such as core arrangement 
method, strip quality, sheet thickness, coating material and integrity, coil forming method, end 
core arrangement, pressures on the stator core etc. are studied in theory and by Finite Element 
Method (FEM).FEM results showed that using of new type sheets with nonhomogenous strips 
with higher loss in machine stator, created higher back of core, axial and unbalanced fluxes. 
Axial flux increased end core temperature and caused a limitation on loading. Furthermore, 
use of different strip with nonhomogonous thickness, permeability and coating at each 
segment caused unbalanced flux, increased eddy currents, axial flux, end core 
temperature,bearings vibration etc and is led to reduction generator life. 
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Abstract 
Rey stator core failure reported in Nov. 2010 
and generator CB was manually opened. 
Mitsubishi 1 is a 102 MVA air cooled GE 
design, operating at 11 kV and is run by gas 
turbine. The operator observed high 
temperature in stator and decreased load to 
reduce it. Temperature stabilized when load 
reduced to 20% of nominal value. A group of 
broken core sheets between conductor and air 
gap was found after precise inspections and 
removing the rotor. The damage was worst at 
the armature end (drive end) but extended to 
the entire length of the core and caused sheets 
deformed. The area involved was between the 
tooth tips and two sides of the slot. 
Core teeth vibration, increasing of negative 
phase current due to single phase earth fault or 
breaker failure, unbalanced load, over or under 
excitation, loosing of core due to tooth 
vibrations, coating destruction, rod-finger and 
wedge loosing and etc. can cause core failure 
in the generator. Vibration of teeth tips is the 
main supposition of their physical breakage. 
For evaluation of stator rehabilitation 

integrity, several parameters such as core 
arrangement method, strip quality, sheet 
thickness, coating material and integrity, coil 
forming method, end core arrangement, 
pressures on the stator core etc. are studied in 
theory and by Finite Element Method (FEM). 
FEM results showed that using of new type 
sheets with nonhomogenous strips with higher 
loss in machine stator, created higher back of 
core, axial and unbalanced fluxes. Axial flux 
increased end core temperature and caused a 
limitation on loading.  Furthermore, use of 
different strip with nonhomogonous thickness, 
permeability and coating at each segment 
caused unbalanced flux, increased eddy 
currents, axial flux, end core temperature, 
bearings vibration etc and is led to reduction 
generator life.  
 

1. Introduction 
Large scale generators are used in 70 large 
combustion [gas (17), steam (15) and 
combined cycle (38)] power plants (with 215 
gas and 95 steam unit of generators) and 24 
hydroelectric power stations (48 units of 
generators) in Iran. Most of them have worked 
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more than 20 years. Iranian peak load is about 
40,000 MW in July-August while total 
nominal capacities of installed power plants 
are more than 60,000 MW. Rey, Isfahan, 
Montazer Ghaem, Tarasht, Be’asat, Neka, 
Bandar Abbas etc. are older group of power 
stations that have been serviced more than 30 
years.  
Iran currently tends to install combined cycle 
power plants with SIMENS [turbine (frame 5), 
control system (Teleperm XP), protection 
(Siprotec 7MU6 series) and AVR (Siprotec)], 
ANSALDO [generators], ABB [control 
system, AVR (UNITROL series) & protection 
(Relion family; REG, RET, REL, REF types] 
equipments. 
Some of older generators are damaged and 
repaired several times. For example, Neka 
generator is damaged by stator core failures. 
Stator core sheet loosed and vibrated, so 
finally coating of sheet was destroyed. Due to 
this phenomenon, the core color is changed to 
brown. On the other hand, impure hydrogen 
accelerated damaging non coated sheets in 
Neka generator. Also, electrical discharges in 
the tip of damaged teeth make ozone in the 
gap between stator and rotor. Ozone makes up 
with hydrogen solution in cooling air and 
vented from the stator.  
Electro Magnetic Core Imperfection Detection 
(ELCID) is used to monitor of flux 
distribution in stator cores. With using an 
automatic motive unit, this equipment slowly 
moved in to the longitudinal axis of generator 
to measure of flux distributions in the teeth of 
stator sheets. External surfaces and slots of 
stator sheets are monitored and fluxes 
measured. This mentioned test is performed 
both in before and after repairing. As know, 
up to 3 sheets allowed to be short circuited. 
This can be increased to 5 sheets for it group 
of cores that have stator yoke length more than 
300 mm. 
In practice, mica and Araldite glues is used to 
fill of gaps between loose laminations. 
 
During the 60-70 decade both rotor& gap 
hydrogen cooled and stator water cooled large 
scale generators were damaged due to end 
overheating [1]. High leading power factor in 

500 MW CEGB generators damaged cores by 
melting and some of them lead to restricted 
long term loading by end overheating 
problems, reported in 1968. Fault length 
estimated over than 17 feet. 
Because of cost of rehabilitations and 
repairing, core failures are very expensive. In 
the other hand, loss of revenue incurs a great 
loss due to outage of generator is the second 
problem.  
Core failure in Pacificorp Hunter unit I in 
Nov. 2000 occurred and incurred US$ 270. 
Also, about 1 million$ incurred due to net 
electricity price that had not been produced for 
about 6 months.  
In one of the generator failure, about 500 kg 
core sheet melted before conductor coli 
insulation broken and stator earth fault relay or 
95-100% stator protection devices sensed it. 
As reported by electricity utilities, most of 
stator core damage is related to end core 
overheating problems, increasing of eddy 
current in core laminations, interlaminar 
voltages, temperatures, top teeth vibrations 
etc.  
Several machines damaged by core end and 
back of core and a lot of them damaged by 
core fault damages. 
A number of on-line, off line sensors need to 
monitor of generator. Periodic off line tests 
help to preventive maintenance. Current, 
voltage, vibration, partial discharges, stator 
winding vibration, air-gas gap flux density, 
gas humidity, decomposition elements of 
insulation in the cooling gas, water purity, 
temperature of core/windings/ gas, and so on 
are candidate of on line monitoring. DCS is 
used to monitor and processing of mentioned 
parameters.   
 
Additionally other periodic off-line test such 
as electric tests of insulation and core 
components (HIPOT, MEGGER, RSV, 
ELCID), visual inspection of commutators and 
dc field collectors, and so forth are intended. 
 

2. Information source 
According to information laid before the Rey 
Power station, by responsible manager, 
a forced outage occurred on Mitsubishi Unit 1 
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on 4th November 2010, in which the generator 
stator core was severely damaged. The rebuilt 
stator will be restored to service on Sep. 2011. 
Author claimed that Rey power station 
incurred about 23 million USD in net 
purchased power costs, in relation to the 
generator outage for 150 days.  However, 50-
60% of this cost is paid for fuel (gas) and 
operations.   
Mitsubishi 1 is a 102 MVA air cooled GE 
design, Mitsubishi generator operating at 11 
kV. The core is 2.66 m diameter 3.21 m long. 
The laminations are of 0.45 mm varnished 
core plate, 1/3 and 2/3 lapped, 10 segments 
per layer, located on 27 semi-circular insulated 
rods. Each lamination locates on 3 rods. 
Several (about 30) insulated tie rods pass 
through axial holes in the core approximately 
mid-way between the tooth tips and the back 
of core. The stator core is split into packets 
separated by radial cooling ducts. 
Flux screen and shunt plates has not been used 
in this generator. 
 

2.1.Etiology 
Unit 32 was operating at 85 MW at time of 
fault. First indications of trouble were 
incepted when the stator core RTD alarmed at 
105 °C. Later vibration alarm operated 
because the vibration level had risen to 0.133 
mm 5 displacement, which is over the alarm 
level of 0.127mm. Shortly, afterwards a 
winding alarm annunciated. The unit tripped 
manually due to high temperature alarm. 
Broken tooth metal spill out over the end 
plates and cooling ventilation duct. There was 
some damage at several locations at stator 
tooth over axial lengths between 20 cm and 
110 cm in the form of corrosion, broken and 
deformed tooth tips and sheets between the 
stepped core sheets and a through internal 
surface of stator core. 
The causes of the failure have not been 
determined. But vibrations or I beam lift off 
caused to loose of core sheets. Vibration 
origination can be from the: field current 
deviations, 2nd harmonic due to breaker pole 
non discrepancy or single or two phases earth 
fault, etc.  
The thru bolt insulation also had core iron 

impressions down its length. The bolt was 
apparently loose enough to vibrate and hit the 
core hard enough to cut small grooves into the 
insulation. 
 
Location of initial fault is thought to be 15-25 
cm from stator end (drive end), in the area 
between the stator core tooth tips, upper side 
of slot and over the supporters. Evidence of 
the root cause is considered likely to have 
been destroyed during the failure. Tooth 
breakage started from drive end of machine. It 
is related to core assembling by manufacturer. 
Core is assembled from drive end side and 
most of pressure is focused on its side.  
Case of core failure on the machine with 
clamp loosing can be an alternative. 
Therefore, the core failure cannot strictly be 
said to be unprecedented. Nor could the core 
failure be claimed to be unpredictable, since, 
should a through bolt become loose, 
eventually a core fault would become a 
distinct possibility.  
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Figure1. Rey 85 MW generator, defects on the tooth of 
cores. 

3. Theoretical analysis 
To find problem sources in Rey generator, 
several cases are investigated. Results of 
investigation are considered in the following 
sections. 

3.1.Eddy current  

Eddy current can be one of reasons of 
changing color in core sheets of Rey generator 
[3-18]. Flux rate in the magnetic circuit of 
stator core is limited by eddy current losses.  
Thinner laminations and added impurities such 
as silicon in core sheets minimize eddy current 
effects. Strip laminations are coated by 
organic or non organic insulations in core 
production processes. After strip changing to 
core with several slots and mounting it into the 
generator housing, varnish insulation is used 
before assembling and additional liquid 
insulations are sprayed to stator after 

mounting. 
Insulations detritions due to vibrations or 
mechanical damage caused break down in top 
teeth and increases local eddy current losses. 
Local eddy current led to hot spot in the stator. 
Static ring flux test or HIPOT is used to 
identify of local hot spot locations. Due to 
interlaminar breakdown between core sheet 
surfaces that is resulted to hot spot, is more 
difficult to identify. 
Rey generator has no melted iron, but changed 
color makes us think about the reason?  Is 
overheating due to eddy current losses? 

Stator cores are made in laminated sheets with 
thickness less than 0.6 mm, this is 0.45 mm in 
Rey. Each layer in on circle of stator is made 
within several segments. Cores positioned 
layer by layer and fixed by rods. Joints offset 
of each layers are half or one third of the pitch 
of a segment. By this overlap flux at butt 
joints can flow in low reluctances path.  

3.2. breakdown by external objects 

Nut, bolt, washer and something like these 
unknown metallic pieces rotate in stator-rotor 
gap. After a long or short time, these external 
pieces vibrate on the laminations and damage 
interlaminar insulations. Neighboring sheets 
physically contacted together and local hotspot 
created.  

Interlaminar voltage is rarely low and as a 
typical value, for a 0.35 mm sheets is 50 mV 
for a large two pole machine. Then, if damage 
extended to several laminations, fault can 
occur. During routine test or overall of 
generator and with visual inspection teeth 
damaged surfaces are detected. In most 
conditions, sheet insulation can be modified 
and repaired. 

Using electrolyte, sheet edges can be etched 
by phosphoric acid, after surfaces cleaning, 
epoxy resin is influenced between sheets by 
capillary action. Araldite adhesive and mica 
are used to fill space between laminations. 
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3.3.Vibration led to breakdown 

Vibration of tip teeth is the main suppositions 
of teeth physically breakage. In core assembly 
step should be ensure that core fastened tightly 
and uniformly packed. No tooth and sheets of 
stator should be free to vibrations. Due to none 
uniformly laminations in thickness either 
lamination thickness deviations or coating 
thickness led to poor packing.  
Due to rolling of strip in cold rolling process, 
middle of strip is thickest and edges are 
thinnest or vice versa.  Depending to kind of 
roll bending force this thick or thin area can be 
changed, it can be in the middle or in the 
corners. According to rolling procedure and 
standards, this mentioned deviation should not 
exceed from 6- 10 μm in the cross of strip. 
Optimal cross of strip is about 1.2 meter and 
its roll length is more than 5000 meter. 
Strip is cut in core building step by punch or 
laser. Large lamination segments cut so that 
yoke will be aligned in the rolling direction. 
Edge of punched area will be thinner than 
other part. Therefore, teeth tip that are 
between each punch are thin and the middle of 
each core is thicker than edge and teeth tips.    
These sheets thickness deviations caused a 
vibration sources when machine is running in 
nominal or over speeds. Loose tooth 
laminations are the main source of vibrations. 
So, if this loose tooth is subjected by radial air 
cooling flow, it imposes axial forces that 
tending to separate and break of tooth. After 
fatigue time has elapsed, tooth is broken and 
as an external body vibrates in the stator. 
Broken teeth causes more damage to teeth and 
it can be visible in the vent duct of cooling 
system. 
Rey generator experienced this phenomenon. 
A big mass of broken teeth has been gathered 
in the ventilation side of cooling system. 

The maximum vibration of the stator core and 
core frame should be less than 50 µm peak to 
peak (unfiltered), with no natural resonance 
within the frequency ranges about 40–65 Hz 
and 80–120 Hz for 50 Hz systems. The 
problems associated with high vibrations are 
premature stator core inter-laminar and stator 

winding insulation wear, and structural 
problems with the core and frame. Tight core 
and to have good mechanical coupling 
between the core and frame maintain 
generator in low vibration in keybars and other 
retainers. Low absolute vibrations and low 
relative vibration between the core and frame, 
with the two components in phase, is a good 
indicator that the core and frame structure is 
sound. 
Disassembled sheets in Rey generator cleaned 
by rough blaster and coated just in one side. It 
made lamination thickness deviations or 
coating thickness led to poor packing 
 

3.4.End region overheating  

Magnetic flux in the core of stator has two 
different components, radial and peripheral.    
There are peripheral components in the end 
part of stator core. Axial flux in the stator core 
tends to make circulating eddy current in the 
plane of sheets. In large generators, flowing 
peripheral currents in the stator and rotors 
crate axial flux in the end part of stator core 
and coils. This flux induces great eddy current 
in the end part core of stator and core 
clamping plates. 
Mentioned radial and peripheral eddy currents 
dissipate high value losses in the bottom of 
slot regions.  Because of higher power rating 
in large generators, these losses are greater.  
Several different methods suggested 
minimizing of eddy current losses:  
- To use a flux divertors in the end part of 

core sections. Conducting screen is one of 
these devices. 

- To increase of reluctance in rotor and 
stator gap. By employing of this method, 
end core flux profile will be homogenous. 

- To make the core sheets to several 
segments. 

- To increase of rotor teeth resistances for 
current and losses reduction. Pistoye slots 
in the rotor teeth elongate the path of eddy 
current flowing.  

- Extra insulations of core sheets. 
 
An appreciate design of end core regions 
modifies thermal, magnetically and 
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mechanical stresses. Several instructions have 
been suggested to decrease of core losses that 
are titled in the following: 
Low loss steel, to use of laser method and low 
side effect punch and die quality, to remove 
rough edge after punching, better cleaning 
after punching, to clean of superficial 
imperfections of varnish and insulation 
process, optimization of overlapping and 
segmentations, decrease of building factors 
with improvement in core building, to apply of 
uniform core pressure and to find the 
optimized position of maintainer bars and etc.  
Some suggestions such as: uniform pressures, 
better insulations, optimized punch forces and 
cuter sharpness can be considered in Rey 
generator repairing process. Although, did not 
attend to new core coating thickness and strip 
losses caused to none uniform packing. 
Because of that rated pressure of core packing 
has not been requested by repairing contractor 
from Mitsubishi (main manufacturer of this 
machine), none uniform packing crated and 
teeth vibration is foreseen. 
According to site test of generator by 
manufacturer and utilities in the world, end 
core interlaminar voltage may be about 40-50 
times higher in the main body of core under 
transient and steady state modes. 
Consequently, it can claim that core end very 
susceptible to attack by defected interlaminar 
insulations. Change of color and discoloration 
is one of significant indication of defected 
sheets. It is seen at the both core ends and 
behind of slots. Although between surfaces, at 
the butt joint positions and etc. sign localized 
overheating. 
 

3.5.Shell leakage flux 

Some part of fluxes perfuse to the outer part of 
coils and tends to link with peripheral 
component of core frame. Leaked flux 
oriented by armature magnetic field doesn’t 
compose with core and makes eddy current 
losses in end core regions. Axial part of core 
frame contributes with flux as a squirrel cage, 
return path of flowed flux links trough 
peripheral parts. Although, this is not a boost 
that keybars and cores are in contribution to 

make a reaction torque along with core frame. 
Due to lower impedance of core, back of core 
current, to complete of peripheral path, tend to 
link via core not with frame path.  

When core is subjected with elliptical forces 
and torque reaction, conduction of back of 
core can be significant. Key bars movement 
resulting in consequential arcing at the back of 
core. To use of copper strip between frame 
and key bars and connecting those to a circular 
copper ring at each end of cores, make them as 
a squirrel cage. In this case, circumferential 
currents tend to flow through the copper strip 
rather than frame or cores. 

To ensure that currents will always take the 
back of core path, it is recommended by some 
of manufacturer that welds the key bars to the 
back of core. Most usual method to protect of 
core is to use of semi insulated core. In key 
bar earthed, earth leakage flow to earth when 
core to key bar breakdown occurred. 
  
Here a question, which one of the mentioned 
methods is the best solution.  
In most of events, due to core grounding and 
making of back of core arc, frame weld to 
core. With presence of back of core arc, not 
only damage is limited to back of core but also 
interlaminar insulation is stressed and 
breakdown will occur. An example in this 
case, at the bottom of slot, axial vent duct or 
on the tooth, where there are weakness in 
insulations, back of core arc may be 
developed.   
If the fed energy to breakdown be sufficient, 
damage will be significant. 
After long times occur numerous interlaminar 
breakdowns resulted to rise in the core end 
losses.  
 

3.5.1.  End region shield flux  
 
There is no shield flux screen in Rey 
generator. Here is shown that how can reduce 
axial and back of core flux effects by this 
device. 
Geoff et al. in IEEE had a serious discussion 
on the end region shield flux effects. This 
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section is a glimpse on their research and 
readers are welcome to their studies. 
Main flux is distributed in air gap and main 
body of stator and rotor, a part of produced 
flux by end regions is linked from the end 
cores of stator and rotor. End-windings of the 
stator and rotor, and the core-end fringe 
effects increase the end region effects. These 
effects made stray fluxes that enter to the core 
of stator in the tooth and just behind the 
bottom of the slot, in an axial direction and 
induce eddy currents in the core teeth and the 
back of core. However, axial flux rapidly turns 
to the direction of radial flux and adds to it. 
Because of heating by eddy current losses and 
stray fluxes, those made with additional 
fluxes, heating in end cores are increased and 
form magnetic saturation in the end cores. 
In order to interaction variations between 
stator and rotor magnetic fields, power factor 
(cosφ) and generator rotor angle (δ) can 
change the both mentioned effects. 
Two mentioned fluxes oppose each other in 
the lagging power factor series, and then 
reduce heating and losses. Unlike in leading 
power factor series, fluxes add to each other 
with vector summation and increase losses in 
end of core regions. 
Several techniques are used to compensate of 
additional created heating such as: special 
slotting, stepping of core packets, and 
ventilation methods are fulfilled on the core-
ends. Also, special flux shielding or shunting 
is done to stop excessive flux from entering 
the core in the axial direction.  
To use of thinner core in the end part of stator 
core set is other plan. Thinner cores in end 
part have lower losses and more ventilation is 
made. Thinner core strip and increased 
ventilation add to the magnetic reluctance of 
the core-end in the axial direction and help 
reduce the tendency for flux to penetrate the 
core-end axially. 
Rey generator has not been equipped by flux 
screen to shield of end part. This shield is 
performed by copper, because of that copper 
has lower electrical resistance and is a poor 
conductor against magnetic flux. 
 

Due to induce of eddy current in the end core 
flux screen, heat in copper shield and retaining 
ring nose are increased. Since shield is 
normally isolated from earth and is well 
cooled, help to reduce the axial flux into the 
core end and consequently decrease losses on 
its part. Also, flux shield exposed with axial 
flux and losses dissipated in this shield. Rey 
generator needs to flux screen and efficient 
cooling circuit to reduce of heat up in core end 
part. 
Other solution to reduce of core end losses is 
to split the tooth into smaller sections by split 
cut in the radial direction, away from the slot 
bottom. This method reduces losses and 
heating up by reduction in eddy current effect 
in the teeth. The slitting depth can be about 15 
cm, more or less, depending to end region 
design. Slits numbers are vary from one to 
three.  
Axial flux is shielded by other method that 
titled on flux shunt devices. Flux shunt 
prevent to link axial from the end cores. Flux 
shunt is made by a highly flux magnetically 
permeable and laminated arrangement of 
additional core plate that diverts end-region 
flux from the core-end, to avoid excessive 
heating in the stator core iron. End core design 
and cooling circuit have to be done with 
consider to flux shunt losses. 
Back of core burning is other effect that can 
occur in turbo or hydro generator machine. 
With arcing between key bar and core burn the 
cores. Two shorting straps are welded to all of 
key bars around the stator end core in the both 
sides. Squirrel cage is made by those key bars 
and straps. These straps short any flowing 
current between each adjacent key bar. This 
prevents to flow the current through the core, 
when is flowing from the each key bar to 
adjacent one. 
Flux leakage that pass from the back of core 
and influenced to key bars are the origin of 
this current. This is more marked in the core 
end part because of additional flux. 
One of the noticeable reasons that ensure for 
well flux shielded end core is that end core is 
not oversaturated in magnetic flux. This is the 
main reason of back of core burning, 
particularly in the leading power factors.  
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Figure 2. Stator core section [1] 

 

4. Transient disturbances 
Because of pole slipping (by changing of two 
end side of voltage angles or load angles), 
conductor swing that is lead to line clashing, 
etc transient condition is incepted and stator 
currents may well rise to several times rather 
than to steady state values.  
By rotor dampers this over current will damp 
in short times and core fluxes are not 
increased. It means change in core flux is not 
significant for short term short circuits. 
Eddy current of rotor damper keep the flux 
linkages constant. 
End windings ampere turns and damping 
currents in the rotor damper windings 
supplement and amplify them, because of their 
same direction. Therefore, axial flux and in the 
back of core leakage flux at the ends of the 
core will considerably increase. 
Consequently, due to this applied stress by 
short circuit and over flux in end regions, 
interlaminar insulation will be more highly 
stressed and at insulation weakness areas tend 
to break down.  
Stresses make a transient vibration between 
frame and core and periodic contacts between 
the core at its ends and the core frame keybars 
is increased. These phenomena complicate the 
interlaminal insulation health conditions and 
end winding and cores stabilities. 

5. Capacitance between interlaminated 
cores. 

 

In the core of end regions small spit marks that 
are so small and might not be seen, are found. 
Those are found in the back of core, on the 
teeth, in the slots in vent ducts and between 
surfaces, indeed anywhere where there might 
be points of insulation weakness. 
Microscopic spots crowd as spot welds and 
sometimes extends to several laminations.  
 End core laminations those are parallel plates 
and make a capacitor whose are short circuited 
by core to key bars contacts. 
Each time contacts between core to frame is 
broken, inductive currents flow to open 
circuited core capacitors. Voltage across the 
laminations give to raise and potential 
increased in this local broken part of 
connections. 
Capacitive charging process go on until create 
a break down in the opened interlaminar core 
capacitors. May discharge don’t occur in first 
and stored capacitive energy rise to reach to 
initial inductive energy and oscillatory 
oscillations that lead to discharge is started.  
Base of this dispute established on this rule 
that, the higher quality the interlaminar 
insulation, the bigger the increase of stored 
charge between the laminations before 
breakdown occurs and the larger the capacity 
lead to large interlaminar break.  
This occurrence can be modeled in laboratory. 
Two laminated plates put in parallel contacts 
(as a capacitor), an inductance is serried by 
this and a battery as supply of this circuit is 
added in series within model. A switch is 
included to circuit to control and switching of 
model. It makes an inductive/capacitative 
simply model. 
Switch is closed and after few minutes is 
opened; in opening time breakdown occur at 
the weakest point of insulation. 
Insulation is inserted to broken point and 
repeat the switching, next weakest point is 
broken again: this time the flash will be 
slightly brighter, and so on. Consequently, if 
the energy input is sufficient to produce 
welding at the point of breakdown, it is done. 
 

6. Coolant gas decomposition  
 
Hydrogen gas is the main coolant in large 
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scale generators, but not in Rey generator. It 
subject to the high temperatures of an electric 
arc disassociates into atomic hydrogen H, 
which is extremely reactive. This 
disassociation may provide a possible link 
between the localized core burning at the ends 
of machines - including the spitting mentioned 
above - and a full scale core fault.  
Hydrogen arcs are localized [3] and are 
characterized by a very high rate of heat 
transfer which cannot be accounted for by 
conduction, convection or radiation. A process 
of disassociation happens in which the 
molecule H2 is converted into atomic 
hydrogen H, with the absorption of heat from 
the arc. Subsequently the hydrogen atoms 
recombine in the presence of a catalyst, giving 
up their heat to the catalyst in the process. 
Metals such as iron are good catalysts and 
may be heated to incandescence or be melted 
at some distance from the arc (3-5 cm). Heat 
transfer rates are about 11 times greater than 
might be expected from Hydrogen in its 
molecular form. Large quantities of hydrogen 
gas are not required to transfer large quantities 
of heat. The efficiency of the heat transfer 
process is high (82% 3mm from a metal 
surface to 55% at 35mm). The energy is 
transferred preferentially to metal in the 
vicinity of the arc causing greater damage than 
might be expected in air.  
Whilst the disassociation of hydrogen is well 
understood and indeed is exploited in the 
hydrogen arc welding process, it has not been 
proven definitively to be a factor in core fault 
propagation. Nevertheless, the core failures in 
large machines have involved arcing in a 
hydrogen atmosphere and therefore it is 
entirely logical to believe that disassociation 
of hydrogen does play a part.  
 

7. Simulation 
COMSOL software has been used to simulate 
of the presented model [2].  
It is often possible to model magnets, 
generator with magneto statics or AC power 
electromagnetic. The term “statics” implies 
that the time rate of change of the magnetic 
field is slow. 
The magneto statics is done for 2D in-plane 

and 2D axisymmetric models and 3D as well. 
 

7.1. Governing equations 
Start with Ampère’s law for static cases: 

. 
The current is:  
Where Je is an externally generated current 
density and v is the velocity of the conductor. 
Using the definitions of magnetic potential, 

. 
and the constitutive relationship, B = μ0( 
H + M ), you can rewrite Ampère’s law as: 

 
In the 2D case there are no variations in the 
z direction, and the current is parallel to the z-
axis. Therefore you can add a term −σΔV/L to 
the definition of the current where ΔV is the 
potential difference over the distance L. This 
leads to: ∆ . 
In 2D, that equation simplifies: 

. .

∆
 

The axisymmetric case uses another form of 
the contribution of the current coming from a 
potential difference −σ (Vloop/ (2πr)) because 
current is present only in the azimuthal 
direction. The above equation then becomes, 
in cylindrical coordinates,  

2
0

. 2   

 
The dependent variable u is the nonzero 
component of the magnetic potential divided 
by the radial coordinate r, that is, 

 
The application mode performs this 
transformation to avoid singularities at the 
symmetry axis. 
 
The specific power output in a large turbo 
generator is some 70 MW per meter of active 
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length of core and the heat content of 1 gram 
of silicon steel at its melting point is approx 
1330 J/gm.  
Therefore if the energy output from 1m length 
of core were to be diverted into a single core 
hotspot the core could, in theory, melt at a rate 
of 54 kg/second, ignoring radiation, 
convection and conduction losses. But in Rey 
generator, melted core has not been seen and 
author did not take to account its energy in 
simulation. 
 

8.  Results and discussion 
Simulation has been done in COMSOL 
software. Results are shown in the following 
figures. 
Figure 1 shows magnetic flux in Mitsubishi air 
cooled generator with 0.45 mm thickness of 
strips. Figure shows a balance flux in stator 
and rotor cores. Flux distributed regularly in 
stator cores and has no extra axial and back of 
core fluxes. Those are neglected. Electricity 
conductivity of cores are considered with 
1.12e7[S/m] and relative permeability is 4000. 
142150 triangles are the mesh results.  

 
Figure 3. Core magnetic flux density for Mitsubishi 

0.45 mm strip. 
 

Figure 4 shows isoflux contours for Mitsubishi 
generator with 0.45 mm thickness of strips. It 
shows how flux is concentrated in 4 different 
parts.  It is altering with field winding 
locations.  

 
Figure 4. Iso flux contour for Mitsubishi 0.45 mm 

strips. 
 

 
Figure 5. Imbalanced flux due to use of 5 from 10 strip 

segments (left side) and take turn (one bad and one 
good) in right have lower permeability. 

 
Figure 5 shows flux distribution when is used 
different segments in good and bad quality of 
strips. Right of figure is used by 5 segments 
by bad and others are good. So second figure 
(right one), strips set by alternation, one good 
and one bad. It showed this is better than left 
figure one in flux balancing and make lower 
vibration in machine.  

 
 Figure 6. Imbalanced flux due to use of 3 from 10 strip 

segments (left side)1 from 10 in right. 
 

Figure 6 show other core setting. Left figure is 
showing that 3 segments in let of machine are 
bad and 7 others are good. This changed to 1 
bad in left and others with good  in right 
machine. 
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Figure 6. Core magnetic flux density with new and 

older cores with 4 strips in 0.5 mm and lower 
permeability and 6 other ones have 0.45 mm thickness. 
 
Flux density show that there are back of core 
and axial flux in generator, if is used with 
different thickness in core segments. Those 
created in absence of flux screen and shunt 
plate. 
If core losses increase from 1.2 w/kg to 4 w/kg 
at 0.1% of total strips in two different side of 
generator, back of core flux and axial flux are 
significantly increased. 
Locally eddy current losses increase and 
higher temperature reduce core life times.  
Rey generator repair contractor set most of 
higher thickness and losses with rougher 
coating at the end of stator cores. It will 
increase end core temperature and reduce 
loading. 
 
Figure 7 shows relative permeability versus 
magnetic intensity. It shows in Mitsubishi 
stator cores higher flux is created in 10000 of 
permeability. If stator core quality is 
decreased, flux density is reduced. Lower flux 
density leads to lower efficiency of machine. 
 

 

Figure 7. Magnetization curves and relative 
permeability 

 
It have seen that there are mechanisms capable 
of producing transiently very high interlaminar 
voltages and causing localized breakdowns, 
both in the form of spot welds or meandering 
breakdowns.  
Furthermore it is clear that hydrogen or air 
gas, the stator coolant on large machines, can 
act as an extremely efficient heat transfer 
medium if it disassociates in the presence of 
an arc.  
Bearing in mind the high energy densities 
present in the stator core and the possibility of 
the presence of inter-laminar breakdowns 
causing increased eddy currents, localized 
heating and further breakdown, it is 
remarkable how relatively infrequent major 
core failures are. Generally speaking, design 
and manufacturing techniques are fit for 
purpose and only exceptionally does some 
particular set of circumstances lead to a truly 
dramatic fault of the kind described in this 
working paper. One moment's relaxation in 
preparation of the laminations, a little lack of 
attention in core building, careless insertion 
and wedging of the conductor bars and it 
might be a different story.  
 

9. Conclusions 
These observations of incipient core damage 
on machine, suggest strongly the mechanisms 
at work in this type of internal core fault to be:  
- Tooth vibration due to harmonics. 
- Over or under excitation in long times that 
is led to vibrations. 
- Unbalanced flux. 
- A loose tie rod that 
allows transverse vibration of the rod and its 
insulation under the influence of the rotating 
radial/circumferential magnetic field in the 
axial duct. 
- Destructions of insulation because of 
vibration and eventual thinning to the extent 
that the through bolt makes contact with 
lamination edges at one or more points along 
its axial length. 
- Given core to frame contacts that 
correspond with tie rod to lamination contacts, 
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a circulating radial/axial eddy current with 
high  local losses at tie rod to lamination and 
lamination to yoke points will result  
- Eventually a runaway core fault may be 
established. 
 
Generally speaking core faults of this type in 
the body of the core are unlikely in machines 
where core clamping is by a cantilever 
arrangement involving the core end plate and 
the core fingers and where the through bolts 
are dispensed with.  The exception is when a 
conducting foreign body lodges in one of the 
axial vent ducts. 
 
But in rehabilitation process that has been 
done by Iranian repair workshop the following 
problems are considered: 
- Non homogenous sheet distribution in core 
setting. 
- To accumulate of new higher losses w/ kg 
cores in the end core of generators. 
- Non homogenous coating (coat sprayed by 
car painting nozzles and pickled by hard 
grains) and one side coat in rehabilitated and 
repaired sheets. 
- Higher losses and thickness in new sheets 
create the higher magnetic reluctance. 
- Unbalanced flux is made in cores. 
Author suggests installing a diagnostic to 
identify of defects in generator, as well. It has 
to monitor:  stator bar vibration, air gap 
monitoring, and magnetic flux measuring. 
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